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Preface

Clay is a commonly occurring porous material that is frequently used in engineering
endeavors, but there are also other important porous materials, such as those used in
some types of electrodes and as catalysts. Porous media should be examined giving
due regard to both the physics and chemistry of the constituents. The purpose of this
book is to present an approach that examines porous media from both these aspects,
outlining a procedure that combines microscale (or even nanoscale) characteristics
with macroscale behavior.

A fundamental outline of mechanics (or physics) and chemistry, including
thermodynamics, is provided in Chap.2, Introduction to Continuum Mechanics;
Chap. 3, Non-equilibrium Thermodynamics and Chap.4, Virtual Work Equation,
Variational Methods and Energy Principles.

In Chap. 5, Classical Theory of Diffusion and Seepage Problems in Porous Media
and Chap. 6, Classical Theory of Consolidation for Saturated Porous Media we
review and re-organize the classical soil mechanics in terms of modern continuum
mechanics; looking at the mass conservation law for a multi-component solution,
we show that the diffusion field is strictly connected with the seepage field.

The central results for saturated porous media are given in the following chapters:
In Chap.7, Introduction to Homogenization Analysis, a one-dimensional (1D)
elastic problem is used and the fundamental notion of the homogenization analysis
(HA) is outlined, giving a unified procedure for treating a micro-inhomogeneous
material, not only in the micro-domain but also in the macro-domain. In Chap. 8,
Homogenization Analysis and Permeability of Porous Media, we use Stokes’
equation, and then apply the HA scheme to obtain the seepage equation together
with the HA-based Darcy’s law. Using this procedure we can obtain the true
velocity and pressure fields in the micro-domain. A relationship between the HA
seepage theory and the conventional theory is discussed. Note that the distribution
of water viscosity in the interlayer space between clay minerals is obtained using a
molecular dynamics (MD) simulation. A diffusion problem in bentonite, including
adsorption at the clay edges is discussed in Chap.9, Homogenization Analysis for
Diffusion Problem in Porous Media. The distribution of the diffusion coefficient in
the micro-domain (i.e., the interlayer space between clay minerals) is calculated

XV
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using MD, and the macroscale diffusivity obtained by HA is significantly similar to
that obtained experimentally. The purpose of Chap. 10, Long-term Consolidation of
Bentonite and Homogenization Analysis of the Flow Field, is to analyze the problem
of secondary consolidation of bentonite, which is frequently observed in long-term
experiments. This phenomenon was considered to be the result of time-dependent
deformation such as creep of the solid skeleton of bentonite. However, we show
that the secondary consolidation is caused by a non-homogeneous distribution of
permeability, which occurs as a result of a change in the crystalline structure during
the consolidation process. This result was verified by a series of X-ray diffraction
analyses, that continuously measured the crystalline structure at each point of a
bentonite specimen.

In the Appendices we outline the essential mathematics and classical thermody-
namics, including some chemistry. The section on thermodynamics is referred to in
Chap. 3.

We acknowledge our sincere gratitude to our wives, Maria and Sally. We are
indeed indebted to their dedication, collaboration and encouragement. We should
like also to thank Professor Katsuyuki Kawamura of Okayama University: The MD
results shown in the last three chapters are due to his work and excellent collabo-
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mechanics. He is grateful to Dr. Kazumi Kitayama (Nuclear Waste Management
Organization of Japan; NUMO), Professor Masashi Nakano (Professor Emeritus
of University of Tokyo), Tokyo Electric Power Company (TEPCO), Japan Atomic
Energy Agency (JAEA) and NUMO: They have supported his research over many
years. Among others, he thanks Prof. Shunsuke Baba (Okayama University), Prof.
Kazushi Kimoto (Okayama University), Drs. Hiroyuki Umeki (JAEA) and Kozo
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with his doctral students. He is grateful to Dr. Naoki Fujii (Radioactive Waste
Management Funding and Research Center; RWMC), Professors Jian-Guo Wang
(University of Western Australia), Gyo-Cheol Jeong (Andong National University,
Korea), Yong-Seok Seo (Chungbuk National University, Korea), Drs. Byung-Gon
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Hae Choi (KIGAM). The second author wishes to thank the Max Plank Gesellschaft
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University for research support in the form of the James McGill Professorship.
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Chapter 1
Introduction

1.1 Transport Phenomena in Porous Media and Modeling

Porous materials can be both natural and artificial. Such materials are encountered in
a wide range of problems dealing with engineering, agriculture and science: Natural
materials include soil and rock, and artificial materials can include membrane
materials and catalysts used in chemical engineering, etc. We have applied the
principles of continuum mechanics to analyze the behavior of these materials.

In continuum mechanics we describe the averaged behavior of a large ensemble
of atoms/molecules. We replace the set of discrete particles of molecules by a con-
tinuum subset of the n-dimensional real number system R”, and apply physical laws
pertaining to conservation of mass, linear momentum, moment of linear momentum
and energy. For example, one mole of carbon (2C) corresponding to 12 g consists
of 6.0223 x 10%* atoms, thus it is rational to introduce a continuum hypothesis
for describing these materials. We derive a system of governing equations by
assuming that the rate of change of these conservation processes (e.g., mass, linear
momentum, moment of linear momentum and energy) is equivalent to a flux, which
flows into the system (e.g., mass flux, force, moment and heat flux) and a source,
which is generated in the system.

The material parameters encountered in these governing equations are deter-
mined through experiments. However, more recently, molecular simulation-based
computational methods have been applied; even for cases with extremely difficult
physical and chemical configurations, we can obtain a set of material properties if
we have the correct molecular model. For example, we can determine the material
properties (at each point, if desired) for a micron-order (1 um = 10~®m) or nano-
order (1nm = 10~% m) material, which is referred to as a micro-inhomogeneous
material. Then we can introduce a mathematical procedure that gives a perspective
of the microscale and macroscale characteristics.

The detailed procedure will be discussed in subsequent chapters; however it is
important to follow these steps:

Y. Ichikawa and A.P.S. Selvadurai, Transport Phenomena in Porous Media, 1
DOI 10.1007/978-3-642-25333-1_1, © Springer-Verlag Berlin Heidelberg 2012
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* Correctly prescribe the conservation laws.

e Represent the conservation law in a mathematically correct manner.

 Introduce accurate experimental or simulation methods in order to determine the
material parameters.

* Solve the equations using, e.g., the finite element method, taking into account the
convergence and stability of the scheme employed.

1.2 Molecular Dynamics Simulation and Homogenization
Analysis

In the framework of continuum mechanics, the material properties have mainly been
determined through experiments using specimens of sufficiently large dimensions
in comparison to the dimensions of any inherent fabric. This is particularly true
for micro-inhomogeneous materials where the specimen is large compared to the
size of this local structure. This procedure, which provides the system of governing
equations and the experiment-based material properties, is referred to as the macro-
phenomenological scheme.

If we use the macro-phenomenological approach, we do not include the intrinsic
properties, which represent the movement at a molecular-level. In this sense
it is a difficult procedure to establish a correct system of governing and con-
stitutive equations. For example, if we consider the experimental results for a
micro-inhomogeneous material, we frequently observe differences if the specimen
size is changed. The experimental results are only intrinsically true for the size
range of that experiment. In this sense, the macro-phenomenological scheme is
interpolation-based.

The high-level radioactive wastes (HLW’s) produced at nuclear power plants
must be isolated from the population for an extremely long time, i.e., more than
10,000 years. There are plans to construct HLW disposal facilities in deep under-
ground repositories. Thus, the safety of the barrier system must be evaluated for
time scales in excess of 10,000 years; this is beyond the scope of any conventional
scientific experiment-based approach. We need to use an alternative method that is
based on a macro-phenomenological approach.

All materials consist of particles, i.e., atoms and/or molecules. It is possible
to determine the forces that act on these particles by using the modern scientific
techniques of quantum mechanics and chemical-bond models. Molecular simulation
methods provide material properties as a set of particle behaviors under the above
chemical-bond forces (Allen and Tildesley 1987; Ueda 1990; Kawamura 1990): The
Molecular Dynamics method (MD; Fig. 1.1) solves the equation of motion directly
in a finite difference scheme, using a very short time step, i.e., less than 1 fs (femto-
second; 1fs = 107"°s). The Monte Carlo Method (MC) calculates a probability of
occurrence of the particle configuration. Note that since the Molecular Mechanics
Method (MM) does not treat the behavior of a molecular group, we exclude MM
from the molecular simulation methods.
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Fig. 1.1 Concept of MD simulation (Ueda, 1990)

Molecular simulations allow scientists to predict future occurrences with some
accuracy. However in the foreseeable future it is virtually impossible to consider the
sample size of the bentonite buffer that will be used in the HLW repositories using
molecular simulation methods. One cc of water has about 0.3 x 10> molecules
and bentonite can absorb more water than the volume of the solid crystals. Even
the most-advanced parallel processor computer can only simulate about a hundred
million particles. The elapsed time is also limited since we can obtain the results
for at most 1 ns (=1077 s). Thus, the use of molecular simulations to forecast events
that might ‘occur’ in, for example, nuclear waste repositories is limited by computer
resources.

A mathematical scheme that can treat a micro-inhomogeneous material uni-
formly at the microscale and the macroscale is referred to as Homogenization
Analysis (HA) (see Sanchez-Palencia 1980; Bakhvalov & Panasenko 1984). In the
HA method, we introduce a perturbation scheme by using both a macroscale
coordinate system and a microscale one, and derive a microscale equation, which
represents the geometry and material properties in the micro-domain. Then, using
the solution of the microscale equation, we determine the macroscale equation
(Fig. 1.2). However, since the HA method is implemented within a framework of
continuum mechanics, it also experiences difficulties when the material properties
of micro-inhomogeneous materials need to be obtained.

We have recently developed a new scheme that combines the MD simulation and
the HA method to account for the behavior of bentonite clay, which is a nano-scale
micro-inhomogeneous material (Ichikawa et al. 1998; Fig. 1.3).

In the MD/HA method, we obtain a local distribution of material properties using
MD simulation, and introduce these material properties into the HA procedure. The
MD/HA method overcomes the shortcomings that are inherent in both the MD and
HA methods. The characteristic abilities of the MD/HA method are as follows:

1. We can simulate the micro-/macro-behaviors of micro-inhomogeneous materials
on the solid basis of physical and chemical laws.
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Fig. 1.3 Schematical diagram of the MD/HA method

2. We can predict the material behavior under extreme environments, such as high
temperature, high pressure and long elapsed time, which are difficult to assess if
we use only a classical macro-phenomenological theory.

3. Using this analytical scheme we may be able to find the true physical/chemical
mechanism of complex phenomena, such as water movement in clay under
heating.

4. We may be able to find the most appropriate conditions for an engineering
process through parametric studies.

We have applied the MD/HA method to bentonite, and have uncovered the
mechanisms involved in the extremely low permeability, delayed diffusion and
secondary consolidation (Ichikawa et al. 2002, 2004); water molecules close to the
clay mineral surface are strongly constrained due to the charged state of the mineral,
and the clay minerals themselves form a nano-order of stacked structure.
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1.3 Underground Disposal of HLW’s and Bentonite

There are plans to dispose of HLW’s produced from nuclear power plants in deep
underground repositories sited several hundred meters deep (Fig. 1.4). The HLW’s

Buffer
(bentonite)

Overpack
(metal)

Vitrified
waste

Fig. 1.4 A concept for HLW disposal
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are classified into two groups; (1) spent fuel and (2) reprocessed effluent and
its vitrified solid (i.e., vitrified waste). The fundamental plan of the Japanese
government is to reprocess spent fuel to achieve efficient use of the uranium
resources. The vitrified wastes are then kept in a surface facility for about 30 ~ 50
years to allow cooling and the reduction in the radioactivity. Each waste form is
then encapsulated in a metal overpack (e.g., steel) and is placed in rock surrounded
by a bentonite buffer as shown in Fig. 1.4. Thus the complete barrier system, which
prevents radionuclide migration for a long period, forms both an engineered barrier
system (EBS, consisting of the vitrified waste, a metal overpack and bentonite
buffer) and a natural barrier, i.e., the rock mass.

The radioactivity of HLW’s lasts for several thousands years before its
radioactivity reduces to the level of natural uranium ore, because it includes long-
lived fission products (FP’s) and transuranium nuclides (TRU’s). The radionuclides
released from the stored waste can be transported via ground water flow from the
repository. Scientifically, it is difficult to prove the safety of a HLW disposal facility
because the long time scale involved is beyond human experience.

Bentonite is the key material of the EBS, which retards the transport of
radionuclides. This is because (1) it is an extremely low permeable material, which
prevents movement of water and eventually radionuclides, (2) it seals cracks in the
rock mass because of its swelling properties, and (3) it shows a high ability for
cation adsorption, therefore it can retard the migration of radionuclides.

At the microscale level bentonite is a micro-inhomogeneous material, which
consists of smectic clay minerals and macro-grains, mainly quartz, water and air
(Fig. 1.5). The composition of Kunigel V1®, which is a candidate buffer material
for the Japanese proposals for HLW disposal, and its purified Kunipia F® is shown
in Table 1.1.

The main component of bentonite is smectic clay, such as montmorillonite and
beidellite, and the unique properties mentioned above are due to the properties of
these smectic clays (Pusch et al. 1990).

Layer
(clay crystal)

Interlayer water

macro-grain
(quartz etc.)

Fig. 1.5 Schematic diagram of micro-structure of bentonite
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Table 1.1 Compositions of bentonite (Ito et al. 1993)
Montmori- Quartz- Feldspar  Calcite Dolomite  Analcite  Pyrite Organics

llonite Chalcedony
Kunigel VI® 46 ~ 49 29 ~ 38 27~55 21~26 20~28 30~35 05~07 0.31~0.34
Kunipia F® 98 ~99 <1 - <1 - - - -
Unit [wt%]

nH>0

O oxygen O Hydroxyl O Al Fe, Mg @ Si partly Al

Fig. 1.6 Crystalline structure of montmorillonite

A schematic diagram of the crystalline structure of montmorillonite is shown in
Fig. 1.6. The platelet crystal is formed by a sandwich structure consisting of two
SiO tetrahedral sheets and one AIO/AIOH octahedral sheet. The Al atom of the
octahedral sheet is frequently replaced by other elements, such as Mg, and therefore
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Stacks

2um
(S

Fig. 1.7 Microphotographs of compacted Kunipia F® (a) by a laser scanning confocal micro-
scope, and (b) by a transmission electron microscope

the crystal surface is always negatively charged. Several of these crystals combine
to form a stack.
An ideal structure of the montmorillonite crystal is given by

(Na, K, Ca, Mg)o.33(Al; 67Mg 33)S14010(OH>).

In general, the chemical composition of smectic clay minerals shows that they
belong to the aqueous aluminum silicates, and the Al atom is frequently replaced by
Mg, Fe, Na, Ca, K, etc., and the surface of the crystal is always negatively charged as
mentioned above. Exchangeable cations such as Na™, Mg? ™", Ca’", etc., exist in the
interlayer space of the crystal stack in order to compensate for the charge; bentonite
that has the major interlayer cation Na™ is called the Na-type. There are two kinds of
bentonite; the almost natural one that has been crushed after mining (e.g., Kunigel
V1®), and a purified form composed of almost pure smectic clays (e.g., Kunipia
F®). Microphotographs taken by a laser scanning confocal microscope and by a
transmission electron microscope are shown in Fig. 1.7; we can observe the micro-
structure of the Kunipia F® and the amount of clay stacks.



Chapter 2
Introduction to Continuum Mechanics

The mechanics of a deformable body treated here is based on Newton’s laws
of motion and the laws of thermodynamics. In this Chapter we present the
fundamental concepts of continuum mechanics, and, for conciseness, the material is
presented in Cartesian tensor formulation with the implicit assumption of Einstein’s
summation convention. Where this convention is exempted we shall denote the
index thus: (lo).

2.1 Newtonian Mechanics

Newtonian mechanics consists of

1. The first law (The law of inertia),
2. The second law (The law of conservation of linear momentum), and
3. The third law (The law of action and reaction).

Newton’s first law defines inertial frames of reference. In general it can be
described as follows; “if no force acts on a body, it remains immobilized or in a
state of constant motion”. However, if this is true, the first law is obviously induced
by the second law,! and the laws might be incomplete as a physical system. We must
rephrase the first law as follows:

The First Law: If no force acts on a body, there exist frames of reference, referred
to as inertial frames, in which we can observe that the body is either stationary or
moves at a constant velocity.

'In the second law (2.2) if we set f = 0 and solve the differential equation, we obtain v = constant
since m = constant, which suggests that the first law is included in the second law. This apparent
contradiction results from the misinterpretation of the first law.

Y. Ichikawa and A.P.S. Selvadurai, Transport Phenomena in Porous Media, 9
DOI 10.1007/978-3-642-25333-1_2, © Springer-Verlag Berlin Heidelberg 2012
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‘We now understand that the first law assures the existence of inertial frames, and
the second and third laws are valid in the inertial frames. This is the essence of
Newtonian mechanics.

Let m and v be the mass and velocity of a body, respectively, then the momentum
p is given by

p = my. 2.1)

We now have the following:

The Second Law: In an inertial frame, if a force f acts on a body, the following
law of conservation of linear momentum is valid:

ap _ d(mv) _ 2.2)
dt dt ’

Since the mass m is conserved in Newtonian mechanics, (2.2) can be rewritten as

dv
m— = f. 2.3
a f (2.3)
Let us consider a material point which is represented by two different frames as
(x, 7) and (x*, t*) where x, x* denote positions and ¢, t* denote time. Under the
Galilean transformation given by

x*=0x+ Vi, t*=1t+a, 2.4)

both frames form the equivalent inertial frames (Fig.2.1). This is referred to as the
Galilean principle of relativity. Here Q is a time-independent transformation tensor
(cf. Appendix A.3), V is a constant vector and a is a scalar constant.

The Galilean transformation (2.4) gives, in fact, the condition which results in
the law of conservation of linear momentum (2.2) in both the frames (x, ¢) and
(x*, t*). That is, differentiating (2.4) yields

. dx*
T dr

*

dx
th+ Ov +

Fig. 2.1 Galilean
transformation
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and the force vector f is transformed in the same manner:
ff=0f. (2.5)

The mass conservation law is m* =m, and (2.5) suggests that the law of conserva-
tion of linear momentum is satisfied in the inertial frames in the following manner:

el @4

dv
dr* dt =0 (mE) =07/ 26)

Note that the force vector represented in the form of (2.5) is a fundamental
hypothesis of Newtonian mechanics (i.e., the frame indifference of a force vector;
see Sect. 2.2.2). The third law gives the interacting forces for a two-body problem,
and this will not be treated here.

Note 2.1 (Inertial frame and the relativity principle). The first law (i.e., the law of
inertia) gives a condition that there are multiple frames of equivalent inertia that
are moving under a relative velocity V. Therefore, the first law guarantees that the
second law (i.e., the law of conservation of linear momentum) is realized in any
inertial frame. This implies that the second law is not always appropriate in different
frames of reference, which are moving under a general relative velocity. In fact, in
an accelerated frame that includes rotational motion, such as on the surface of Earth,
there is a centrifugal force and a Coriolis effect. In Sect. 2.2.2 we will treat a general
law of change of frame, which is related to a constitutive theory that describes the
material response (see Sect. 2.8).

If the relative velocity V' of the Galilean transformation (2.4) approaches the
speed of light ¢, the uniformity of time is not applicable, and the Newtonian
framework is no longer valid. That is, the Galilean transformation is changed
into the Lorentz transformation under invariance of Maxwell’s electromagnetic
equations, and the equation of motion is now described in relation to Einstein’s
theory of relativity. |

2.2 Deformation Kinematics

When we consider the motion of a material body, constituent atoms and molecules
are not directly taken into consideration since this will require an inordinate amount
of analysis. Therefore we represent the real material by an equivalent shape of a
subdomain of the n-dimensional real number space R", and apply the Newtonian
principles to this image. This procedure leads to Continuum Mechanics; the term
‘continuum’ is a result of the continuity properties of the n-dimensional real number
space R".
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2.2.1 Motion and Configuration

Consider a material point X in the body ‘B, and we have an image in the
n-dimensional real number space R” that is referred as a configuration.> We choose
the configuration, X (X) € Q2 C R”, at the time ¢ =t as a reference configuration,
and treat the subsequent deformation and motion of the current configuration,
x € Q C R", atthe time ¢ = ¢ with respect to the reference configuration (Fig. 2.2).
Assume that a reference point X € 2 moves to the current point x € 2. The

motion is represented as
x=x(X,1) 2.7

Note that the time change x (X, ¢) of a specific point X gives a trajectory. Then the
velocity of the material point is calculated by

v(X,1) = ‘jl—’;(x,z) 2.8)

y ','r--.'rﬁ.\ Q:Current deformed body

Qy: Undeforqmd body

dX

P
‘,o --~

o
7

X,
X

Fig. 2.2 Motion and deformation of a material body

2‘Configuration’ is defined as an invertible continuous function that maps every material point
X € B to a point z in a subset of the n-dimensional real number space R". A time-dependent
motion is considered; therefore the configuration is a function of the material point X and
time . The configuration at a given time #, is set as a reference configuration «, and the
point X € R” corresponding to a material point X is written as X =«(X), X =«"'(X)
where «~! is an inverse mapping of «x. The current configuration y at time ¢ maps X to
x € R"as x = y(X,t), X =y '(X,t). The composite function y, = y o ! is introduced as
x=y(k“(X),t)=y. =y ok Y(X.t) = y(X,1). The function y, gives a mapping between
the position vector X in the reference configuration and the position vector x in the current
configuration. Since this formal procedure is complicated, the above simplified descriptions are
employed.
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We should pay attention to the fact that the velocity v has a simple differential form
of (2.8) with respect to ¢, since x (X, ¢) is a function both of X and of # but X is a
fixed frame of reference.
Two material points can never occupy the same position, therefore (2.7) has a
unique inverse:
X =X(x,1) (2.9)

This relation permits the definition of the velocity v(X, ¢); this can be written as a
function of x and ¢:
v(X(x,1),1) =v(x,1). (2.10)

We can generalize this procedure: If a function ¢ is represented in terms of
(X, t), we call it the Lagrangian description, and if ¢ is given in terms of (x, ¢), it is
the Eulerian description. The choice of the form is arbitrary but will be influenced
by any advantage of a problem formulation in either description. For example,
in solid mechanics, the Lagrangian description is commonly used, while in fluid
mechanics the Eulerian description is popular. This is because in solid mechanics
we can attach labels (e.g., visualize ‘strain gauges’ at various points) on the surface
of a solid body, and each material point can be easily traced from the reference
state to the current state. On the other hand for a fluid we measure the velocity
v or pressure p at the current position x, therefore the Eulerian description better
represents the fluid (note that for a fluid it is difficult to know the exact reference
point X corresponding to all the current points x).

The coordinate system with the basis {E; } (I =1, 2, 3) for the undeformed body
Q) is usually different from the coordinate system with the basis {¢;} (i =1,2,3)
that describes the deformed body €2 in the current configuration (Fig. 2.2):

X = X, E;, X = x;e. (2.11)

{Er}, {e;} represent the orthogonal coordinate systems (i.e., Cartesian); we will
employ the same orthogonal coordinate systems {E;}={e;} for simplicity unless
otherwise mentioned. Then, the position vectors X and x can be written as

X =Xie,', X = X,

Let ¢(X,7) be a Lagrangian function. Since X is time-independent, the time
differentiation ¢ is simply given by

. d¢
X, t)=—. 2.12
p(X.1) = = .12
Here ¢ = d¢/dt is referred to as the material time derivative of ¢(X,t). On the
other hand, for an Eulerian function ¢ (x, ¢) the total differential d¢(x,¢) can be
written as
d¢ ¢

do(x,t) = gdt + de,-,
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and v; =dx; /dt, and therefore we have the following relationship between the
material time derivative and Eulerian time derivative

dg _ o
o7 =5, TV Ve (2.13)

Here the symbol V (called ‘nabla’) implies®

V= e,-a—. (2.14)
B.X,'

The second term of the r.h.s. of (2.13) gives a convective term.
The velocity v is written either in the Lagrangian form or in the Eulerian form;
therefore the acceleration @ can be represented in either form:

a(X,t) = % = % +v-Vv =a(xt) (2.15)

In indicial notation (2.15) is given by

_ dV,‘ 3\1,' 8v,<

a; =

(2.16)

E E—f‘vj‘a—vj.

Note 2.2 (Differentiation of vector and tensor valued functions). Let u =u;e; and
T =Tje; ® e; be vector and tensor valued functions. It is understood that the
gradients gradu, grad T can be of two forms:

8ui 3le
u®V=_—e¢QR®e, TRV=_——¢QRe Qey,
3xj 0xy
gradu = gradT =
BMi 37}/(
VOu=—-—e¢ Qe, VOT = —e Qe Qey.
axj axi

The former are called the right form, and the latter are the left form.

3If the gradient is used with respect to Eulerian coordinates with the basis {e; }, it is denoted as
(2.14). If we explicitly explain the gradient with respect to the Eulerian system, it is denoted as
0
gad=V, =¢—.
Bxl-
If the gradient is operated with respect to Lagrangian coordinates { E; }, it is represented as
a

Grad=Vy =E —.
ra X IaXI
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Right and left forms of divergence divu, divT and rotation rotu, rotT are
given by

. oT;;
u-V:%, T-V=_—"eg,
, dx; . dx;
divu = 5 divT = 9T
V'u:ﬁ, V.-T=_Le,
axi an
u; BT,
unvV =ej—eg, TAVZéjkl—kE1 Rej,
X ax]' X axl
rotu = rotT = 9T,
Ui lj
VAu=ez—-ey, VAT =eyy—2LE s
/kaxj k eklaxk 1 ® e

In this volume we will predominantly use the right form, and we symbolically write
the right forms in the same manner as the left form: e.g.

du; aT};
gradu = iei Qe;, gradT = ¢ ® e ® ek,

0x; 0xy

u; T}

dive = — divT = =1,
axi X
Ou; 0T
rotu = eiikgj"ks rotT = ejk]a_ei Re;

In addition, if the right-divergence form of the second-order tensor T =Tji¢; ® e;
is as given above, the divergence theorem (B.6) given in Appendix B.2 can be

written as
/didev:/V-Tdvz/ Tnds.
G G 9G

If u and T are given as functions of the reference basis such that
u=u;(X)E;, T=Ty(X)E; ® E;, we have

du;y Ty

Gradu = —E; Q Ey, GradT = —E, QE Eg,
radu X, 1Ly ra X« 1QL;Q Lk

ad oT;

Diva = 2L DivT = X E,,
8X1 an
d oT,
Rotu =eIJK£EK7 RotT = ey IKEI R E. |

an a)(L
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2.2.2 Changes of Frame and Frame Indifference &

Let us consider two different points x and x( in the current body, and introduce
a two-point vector u =x —x (u does not imply displacement). Then, it is easily
observed that the length |u | = (u - u)'/? is an invariant; i.e., it has the same value
in any coordinate system. We call this property of |u | the principle of frame
indifference. The concept of frame indifference is a fundamental requirement for
a constitutive theory between, for example, stress and strain (see Sect. 2.8).

The frame indifference of the two-point vector u is proved as follows: Let us
introduce two coordinate systems, System 1 and System 2, which have bases {e; }
and {e]}, respectively (Fig.2.3). In the framework of Newtonian mechanics, the
two-point vector x —x( and time ¢ of System 1 can be related to x*—x§ and ¢* of
System 2 by

x*—x5=0(x —x) (2.17)

t*=t—a (2.18)
where O = Qe ® e; is the following coordinate transformation tensor:
e’ = Qe. (2.19)
The tensor @ is orthonormal:
00" =1%, 070 =1 (2.20)
where [ is the unit tensor defined on System 1, and I* is that defined on System 2.
Note that @ in (2.18) is a constant.* It is understood that the length |x—x | is invariant
under the change of frame since from (2.17) to (2.20) we have
|x* —x5” = (x —x0)- Q" Q(x — x0) =[x — xo|”. (2.21)
In general, a frame indifferent scalar function f is defined by
[ = f(x). (2.22)

The frame indifferent vector function u is given by

u*(x*) = Qu(x), u(x) = QTu*(x"). (2.23)

“Here we deal with a general case in which two coordinate systems may not be inertial systems. If

both are inertial systems, Q is time-independent as given by (2.4). Therefore, we have
x*=0x+Vt, xf=0x0+V: = u=x*—xi=0(x—x),

which shows that the two-point vector u is frame indifferent.
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Fig. 2.3 Coordinate
transformation and frame
indifferent vector

A frame indifferent second-order tensor function 7 is characterized by the
frame indifference of a transformed vector v = Tu. That is, let u be a frame
indifferent vector (u* = Q u), and v and v* be the vectors corresponding to # and
u* transformed by T and T * such that

v=Tu, v =T"u*.
Then, if v* = Q v, T is said to be frame indifferent. Now we have
V=0 =T*u*"=T"Qu = v=0TT*Qu.

Therefore the requirement for frame indifference of a second-order tensor T is
defined by
T =0'T*Q, T*=Q0TOQ". (2.24)

2.2.3 Motion in a Non-inertial System &

We consider an equation of motion for the case where System 1 is inertial while Sys-
tem 2 is non-inertial. Since the two-point vector x —x should be frame indifferent,
satisfying (2.17) and (2.18), a position vector x *(¢) in System 2 is given by

x*(1) = x5(1) + Q1) (x — x0) (2.25)

where we can regard x as the origin of the coordinate system O, and x(¢) as the
origin of the coordinate system O* (see Fig.2.3). Taking a material time derivative
of (2.25) and substituting the inverse relation of (2.17) gives the velocity:

*
*_de

YT a

+ Q" —x5)+ Qv, (2.26)

o-92

T o7 (2.27)
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The result (2.26) shows that the velocity vector v is not frame indifferent. Note
that by differentiating (2.20); the second-order tensor £ is understood to be anti-
symmetric:

T T
QQT+QdQ -0 = QZZ_?QTz_Q%z—QT. (2.28)

The acceleration vector is given by a material time derivative of (2.26):

dv*  d’x} dx} ae dv

* — 2Q * 0 -Q ¥ ad

“ dt a2 (v dt )+(dt )( *) + 07
(2.29)

This suggests that the acceleration is not frame indifferent.
Now we define a rotation vector @ with respect to the original coordinate
system by

1 1
w; = _Eeijkgkj = Eeijkgjk (2.30)
then for any vector a we have
Qa=wANa 2.31)

Thus, (2.29) can be written as

dv*  d*x} dQ dv
= g g Qe x)Fesle A Q@ —xo)]+20A0v+ 0 (232)

The third term of the r.h.s. of this equation gives a centrifugal force and the fourth
is the Coriolis force.

As shown by (2.5), a fundamental hypothesis of Newtonian mechanics is that the
force f is frame indifferent (f* = Q f). Therefore, referring to (2.32) and (2.27),
the equation of motion in System 2, which is non-inertial, can be written as

d
dr*

= f*+ £ (2.33)

ai d*x} d@ N N "
fd:m[dt20+7(x —xg)+w A0 AT —Xx))

20 A (v* - d;to —Q(x* - x(’)"))i| (2.34)

where f# is an apparent inertial force observed in the non-inertial system.
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2.2.4 Deformation Gradient, Strain and Strain Rate

We distinguish between the coordinate system {E;} of the Lagrangian description
and the coordinate system {¢; } of the Eulerian description in order to understand the
relationship between both systems.

As shown in Fig.2.2, an increment vector d x =dx;e; of a point x € Q in the
deformed body 2 is related to the increment d X =d X E; of the corresponding
point X € 2 in the undeformed body €2 by

dx = FdX (2.35)

where the second-order tensor F is the deformation gradient;

F =Gradx =Vyx = Fj;¢ Q Ey, (2.36)
B.X,' d

Fij = —, Grad=Vy = E;— 2.37

=9, ra b% 13X, (2.37)

which relates the infinitesimal line segment d X € Q to the corresponding segment
dx € Q. As observed in (2.36), the deformation gradient F plays a role in the
coordinate transformation from E; to ¢;. Since no material point vanishes, there is
an inverse relation of F:

Fl'l=gadX =V, X = F,'E;®e¢, (2.38)
0X; 0

F_41 = —, d=V7€= T~ . 239

Ir . gra c=e ox (2.39)

If the right form (see Note 2.2) is employed, the related forms of deformation
gradient can be written as follows:

ax; 0x;
F=_"¢QE, FT =__'E . 2.40
BX] e QL BX] 1 Qe ( )

)¢ )¢
F_IZ—IE] ®e,', F_Tz_lei®El- (241)

ax; 0x;

Here F~T implies (F~1)T.

Now we need to measure the extent of deformation of an elemental length located
at a material point. To do so, we compare the length |dx| with its original length |dX|
(see Fig. 2.2) by comparing the difference of both lengths as a squared measure:

ldx > —|dX |*=dx-dx —dX -dX
Substituting the deformation gradient yields

dx-dx =dX -CdX, dX -dX =dx-B 'dx
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where
C=F'"F=F F,E ®E;, B=FF' =F/F;¢®e¢ (242

C is referred to as the right Cauchy-Green tensor and B the left Cauchy-Green
tensor. Then the deformation measure can be written as

ldx > —|dX|*=dX - 2EdX =dx -2edx (2.43)
where we set
1 1
E = E(C_I) = E(CIJ_SIJ) E ®E;, (2.44)
_ L B‘l—lé’»- B e ®e; 2.45
e=5(-B7)=J@-8;")ame (2.45)

Note that I =6;; E; @ E; and i =§;;¢; ® e; are the unit tensors in the reference
and current configurations, respectively. E is referred to as the Lagrangian strain or
Green strain, and e the Eulerian strain or Almansi strain (see, e.g., Malvern 1969;
Spencer 2004).

Since the deformation gradient F is invertible and positive definite (det F > 0),
we can introduce the following polar decomposition:

F =RU =VR (2.46)
where
R=R;¢QE,, U=Uy,E QE,, V:I/,:jei®ej (2.47)

R is referred to as the rotation tensor, U the right stretch tensor, V the left stretch
tensor. R is orthonormal (R” R =1, RR" =i), which gives the rotation of C and
B! to their principal axes. Under the polar decomposition we have

Cc =U? B=V? (2.48)

As understood from (2.48), U and V' are symmetric and positive definite.

Note 2.3 (Small strain theory). In most textbooks on elasticity theory a displace-
ment vector is defined as u =x — X . However we know that x = x;¢;, X = X, E;
and the transformation of both bases are locally defined by the deformation gradient
F ; therefore it is difficult to introduce the globally defined displacement vector u
unless a common rectangular Cartesian coordinate system is used.

Now let us use a common basis ¢; and introduce an incremental form as

du=dx—dX =(F —i)dX = HdX (2.49)
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where 5
u .
H:ﬁ:F—l:(Ej—gij)ei®ej (2.50)
Then the Green strain is given by

1 ; u
(H+HT+HTH)=§(3L+ﬂ Dt Ot

E= o S
0X; | 0X;, ' 0X, 0X;

1
E ) e Q €; (251)

Since the third term of the r.h.s. is second-order infinitesimal, the small strain
tensor is given by
1 au,- Buj
== | — 4+ L 2.52
8] 2 (an + Bx,-) ( )

where we identify the coordinates X; with x; (Little 1973; Davis and Selvadurai
1996; Barber 2002).

The strain with components given by (2.52) is referred to as the tensorial strain,
while the strain in which the shearing components are changed into

_ Ouy n du, _ Oug n oy _ Ouy n ou,y
Y=, ay’ Yo Ty T T dy = ox

which can be denoted by the vector
T
& = [sx)(s Eyys €z Vxys Vyz )’zx] (2.53)
that is referred to as the engineering strain. |

Note 2.4 (Generalized strain measure (Hill 1978)&%). Since the right Cauchy-Green
tensor C = F T F is symmetric and the components are real numbers, there are three
real eigenvalues that are set as A7 (i = 1,2, 3) and the corresponding eigenvectors
are given by N;; then we have

(FTF)N; —A}N; =0, N;-N; =68;  (i: notsummed). (2.54)
Let us set a material fiber along N; as d X ;, therefore we can write

dX;=dX;N; = (F'F)dX;=2.}dX; (i © not summed)
(2.55)

where A; is referred to as the principal stretch , and NV, (i =1, 2, 3) form Lagrangian
triads. Referring (2.48),, the right stretch tensor U can be written as

U=Y A N;®N;. (2.56)
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The rotation tensor R given by (2.47), transforms the Lagrangian triads N; into the
Eulerian triads n; :
ni=RN,;, RZZ”,‘@N{. (2.57)
i

The left stretch tensor V' given by (2.47)3 can now be written as

Following Hill (1978) the generalized Lagrangian strain measure is defined by

€=Zf(/\,-)N,-®Ni. (2.59)

Here f(A;) is a scale function which satisfies the conditions

fm=o0,  fi(H=L
Consider the following example:

2n_1
2n

Z

f@) =

(2.60)
We can introduce the following family of n-th order Lagrangian strain measures:

21 _
Em)=Y_ @’)z—nlzvi ® Ni. (2.61)

The Green strain given by (2.44) corresponds to E (1). Furthermore from (2.60) we

have
)=
lim ——

n—0 2n

=In Ai .
As n— 0, the logarithmic strain E (0) is given by

E)=InU=Y In()N;®N;. (2.62)

The generalized Eulerian strain measure is given by

e=) f(Ai)n; ®n; = RER", (2.63)

and the family of n-th order Eulerian strain measures is introduced by
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=y il O =V =Y I0)mn. 264
e\n) = —n; n;, e = In = nA; ) n; n;. .
; 2n i

It should be noted that E (—1) # e(1). |

Recall the definition of the deformation gradient dx = F d X; its material time-
derivative defines the following velocity gradient:

dx = FdX =Ldx = L=FF" (2.65)

Since the direct forms of F, F~" are given by

. . av; X
F=F,®E = ﬁ‘«’i QE, F'= a_x-IE’ ® e (2.66)

L can be written as

v

L = gradv = Lei R e (2.67)
8xk

On the pther hand, F F'=i, therefore taking its material time differential with

(2.65) F = LF yields the inverse of F':

F'= _F'L. (2.68)

The velocity gradient L is decomposed into its symmetric part D, called the
stretch tensor or rate-of-deformation tensor, and its anti-symmetric part W, called
the spin tensor:

L=FF'=D+Ww, (2.69)

D=_(L+L"), W:%(L—LT). (2.70)

1
2

The material time differentiation of the Green strain E given by (2.44) is
; Lot T T T o =1
E:E(F F+F F):F DF = D=FTEF 2.71)

where (2.65) is used.

Note 2.5 (Embedded coordinates &). In solids we can trace each material point X
by attaching labels on its surface during deformation. Then, as shown in Fig. 2.4, it is
easy to introduce a coordinate system in which the label values of the coordinates are
not changed (x! = X7) but the reference basis G; (before deformation) is changed
into the current basis g; (after deformation). This is referred to as the embedded
coordinate system.
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E;

Cemncanan="

E

E,

Fig. 2.4 Embedded coordinate system

In the embedded coordinate system, the transformation rule of the base vectors
is given by

gi(t) = F()G; = F(1)=gi()®G', (2.72)
and the following relationships are obtained:

F'=Gi®g'. G =Fg, 2.73)
FT=g®G,, g =F TG (2.74)
The unit tensor in the current deformed body is written as i=8,.j g ®

g, =88 ®g =g;8' ®g’/ =¢" g ® g, and the right Cauchy-Green tensor C
is given by

C=F'"F=(G®g)g;®G')=g;G' ®G’. (2.75)
Let an arbitrary second-order tensor K in the current body be written as
K=Kigi®g, =K gi®g/ =K'g®g;,=K;g'®g’. (276

then the second-order tensors that have the same components in the undeformed
body are given by

K" =KiG,®G; = F'KFT
K™ =K.G;®G/ = F'KF
K(III) — Ki]Gi ®G] — FTKF—T
K" = K;G'®G/ = F'KF.

(2.77)
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Material time differentiation of (2.72) yields F=g,(1)®G' (note G' = constant).
As shown in (2.65), F = LF, therefore the velocity gradient L in the embedded
coordinates is

gi(t)=Lgi@) = L) =g;(n)®g ). (2.78)

The stretch tensor D and spin tensor W are now given by

I
D=_(g;®g +g' ®8g,) = 2(gi,-g ®g’). (2.79)

NI'—‘

W=-(5®8 -8 ®8g) (2.80)

N =

2.2.5 Transport Theorems and Jump Condition

A volume element d V' in the undeformed body €2 is related to the volume element
dv in the deformed body €2 through the determinant, J, of the deformation gradient
F by

dv=JdvV, 2.81)

dx; dxp 0
= €K 7o SRR (2.82)

J=det F =
¢ 9X, 90X, 0Xx

axi
X, I
where J is referred to as the Jacobian. If we recall that

oxq 8x1 3xz dxo ax2 BX3
=0, eyx=——
0X; X, 7 Xk K

UKD, OX; 90X, X

the material time derivative of the Jacobian is given by

J=J— = J=JVv=JuL=JuD (2.83)
Xk

Under this relation the material time derivative of the integral of an arbitrary
function ¢ can be calculated as

. _ do av;
/¢dv — ¢JdV /Q(dt +¢ax1)dv
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We now have the following Reynolds’ transport theorem:

4L pan= [ (209 0) av= [ (%vour)an

_ ¢ _ [ 9
_/ (E—}-V (¢v )) dv_/ggdv—i—/mdw-nds. (2.84)

Next we give the transport theorem for a surface integral: The determinant of a
(3 x 3)-matrix A is given by

edetA = eijkAirijAkt-

Therefore (2.81) can be written as

J- BXI BXJ BXK J BX,' an axk

ejj =l K ——— e =Cjk o o o

" MK dxi ox; ox K HOX, 0X, 90Xk

A surface element d. S =d X A §X consists of line elements d X and §X in the
undeformed body and the corresponding surface element ds =dx A 6x consists of
line elements d x and §x in the deformed body

dS =NdS =dX néX, ds =nds =dx Ndx (2.85)

where NV and n are outward normals of d S and d s, respectively (Fig.2.5). If d § is
deformed into d's, (2.85); implies

X 0X
N]dS—E]]KdedXK—(Z[JK ! dej dxk,
0x; 0xg

and we have

X7 0X; 0Xy 0Xk

—N;dS =
1 eIJKa 3 o

0X
3 —dxjdxy =J" Ynids = n,ds-J—NIdS
Xi

0x;

Fig. 2.5 Surface elements in
the reference body Cy and the
current body C Co
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Its vector form is given by
ds=nds=JF "NdS=JFdS (2.86)

where F~T = (F~")T. Equation 2.86 is referred to as Nanson’s formula.
The time-differentiation of F F ~' = I together with (2.65) gives

F'l=_F 'L,

therefore the time-derivative of (2.86) can be written as
d . _ .
—(ds) = (F YTINAS + (F )N dS =[(wL)I —L"] ds.

Thus the transport theorem for the surface integral of a scalar-valued function is
given by

d B d_¢> T
E/Sq&ds—/s[dt +¢tr L —¢L i|ds. (2.87)

For a vector function ¢ we have ¢ - LTds=Lgq - ds and

d a
d—‘f+qtrL—Lq=8—3+V/\(q/\v)+v(V-q).

Thus the transport theorem (2.87) can be rewritten as

d aq
£ ods = N vi V. .
dt/Sq ds /S[Bt +VA(@Av)+rv( q)} ds

9
:/S[a_‘f+(V.q)v]ds+/c(mq)-dx (2.88)

where C is a line surrounding the surface S.
Next, using (2.65) the time-derivative of the line element d x is given as

d .
— =FdX =Ldx.
dt(dx) d dx

Thus the transport theorem for the line integral is derived as

d B de
E/C¢dx_/c(z+¢L) dx. (2.89)
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For a vector function ¢ this can be written as

d dq T
- . = — + L -dx. 2.
7 Cq dx /c(df + q) dx (2.90)

We next consider transport theorems involving a singular surface X that separates
a body Q into QT and Q™ (Fig. 2.6). For example, a singular surface corresponds
to the front of a shock wave causing a sonic boom or a migrating frozen front during
ground freezing. Let the velocity of the singular surface ¥ be V, 3" be the surface
of QT except for X, Q2™ be the surface of Q27 except for X, and n be a unit normal
on X directed to Q.

Let ¢ be any function. ¢ ™ implies the value of ¢ on X approached from T, and,
similarly, ¢~ is the value approached from 27. By applying the transport theorem
(2.84) at each domain we have

i/ ¢>dv:/ a—¢dv—i- ¢>v-nds—/¢+V'nds
dt o+ o+ dt I+ b))

i ¢>dv:/ a—¢)alv—i— ¢>v-nds+/¢_V-nds
dt Jo- - 0t a0 b

where v is the velocity of each material point. Adding both equations under
V, =V -n yields the following Reynolds’ transport theorem with a singular surface:

%/qudvz/Q%—(fdv+/m¢v-nds—/2[[¢]l/nds (2.91)

where
[¢] =9 —¢~ (2.92)

implies a jump of the function ¢ on X.
We will show in Sects. 2.3-2.5 that physical conservation laws can be written in
the following form:

Fig. 2.6 Singular surface
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Fig. 2.7 Infinitesimal
domain involving a singular
surface

d
—/p(pdv:/psdv—i—/ qds (2.93)
dt Jo Q 0

where s is a source per mass of the field variable ¢ and ¢ is a flux flowing into
the body €2 through the surface 2. We then apply the transport theorem (2.91) for
an infinitesimal domain A with its boundary dA (Fig.2.7) using the conservation
law (2.93):

/3(p<p)dv+/ p(pv-nds—/[[pqo]]Vnds:/psdv+/ qds.
A Ot EIN b A A

If the thickness § of the domain A approaches zero, all the volumetric terms vanish:

/El[pgo(V—v)w—i—q]lds:O.

We can conclude that, for the conservation law (2.93) involving the singular surface
%, we have the following singular surface equation:

[pe (V —v)-n+4q] =0. (2.94)

2.3 Mass Conservation Law

We refer again to Fig.2.2. If there is no mass flux, the total mass M of the
undeformed body €2 is conserved in the deformed body €2:

M = ,oodV=/,odv (2.95)
Q0 Q

where py and p are the mass densities before and after deformation, respectively.
Substituting (2.81) into (2.95) yields

po—pl =0 = J=5 (2.96)

P
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The time differential form of (2.95) using the Reynolds’ transport theorem (2.84)

gives
dv —d -nds = 0,
dt dt/ / v +/agz pv-nds

or in the local form we have the following mass conservation law:

dp dp
— Viv=—+4+V. 2.97
oT +pV-v o1 +V-(pv) = (2.97)

Equation 2.97 is sometimes referred to as the continuity equation. Then using (2.81),
(2.83) and (2.97) we can see that

. ; 5 d(l
dv=-Lav—upav = vo—up=_L__2WP ;4
p p dt

If the material is incompressible, p is constant, and the mass conservation law
(2.97) can be written as

v
voy=2 o, (2.99)
axi

which gives the incompressibility condition.
The mass conservation law (2.97) gives an alternative form of the Reynolds’
transport theorem (2.84) as

4 p¢dv—/pd—¢dv. (2.100)
o dt

2.4 Law of Conservation of Linear Momentum and Stress

Newton’s second law states that in an inertial frame the rate of linear momentum is
equal to the applied force. Here, by applying the second law to a continuum region,
we define the Cauchy stress, and derive the equation of motion.

2.4.1 Eulerian Descriptions

Linear momentum of the deformed body §2 is given by

L= / pvdv.
Q

If an external force per unit area ¢, called the traction or stress vector, acts on a
boundary d€2, with the body force per unit volume b acting in the volume, the total
force is
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F = tds+/,0bdv.
90 Q

Since Newton’s second law is given by L=F R

i pvdv=/ tds+/,obdv. (2.101)
dr Jg a0 Q

An example of the body force b= (b1, b, b3) is the gravitational force. If it acts
in the negative z-direction, we have pb = (0,0, —y) where y =pg (p is the mass
density, g the acceleration due to gravity and y the unit weight).

We consider a surface S within the body €2. One part of 2 bisected by S is
denoted by Q% and the other part is denoted by Q™ (Fig. 2.8). The outward normal
vector n is set on the surface S observed from Q. Let an infinitesimal rectangular
parallelepiped be located on the surface S with the thickness 6. A surface of the n
side of the parallelepiped is referred to as AS ™, the opposite side is AS™ and other
lateral surfaces are AS?. The surface area of AST and AS™ is AS, and the total
area of the lateral surfaces is AS?. Tractions, i.e., forces per unit area, acting on
ASt, AS~™ and AS?® are t*, t~ and %, respectively. Applying Newton’s second
law (2.101) to the parallelepiped gives

d
pd—:é’AS = tTAS +17AS + ' AS® + pbSAS.

and § — Ounder A S = constant. The terms in the above equation that are dependent
on the volume and the lateral surface all vanish, with the result

t~=—tt. (2.102)

This relation is known as Cauchy’s lemma.

We next consider an infinitesimal tetrahedron OABC in the body 2 (Fig.2.9).
Let the area of ABC be ds, the outward unit vector on ABC be n, the traction
acting on ABC be ¢, while the distance between ABC and O is /. In addition, let

Fig. 2.8 Stress vector
defined on an internal surface
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Fig. 2.9 Tetrahedron
defining the stress

the areas of OBC, OCA and OAB be dsj, ds, and ds3, respectively, so that we
have
ds; =ds cos(n,x;) =n;ds (i =1,2,3).

The volume of the tetrahedron is given as dv=/h ds /3. Let the traction acting on the
xF-surface be t* =¢!. Similarly, ¥ =¢? and ¢*=¢>, which are tractions acting on
the y*- and z"-surface, respectively. The outward unit normal on OBC is —e,
therefore it is the x~-surface. Then using Cauchy’s lemma (2.102) the traction
acting on this surface is given by

—t'ds) = (-7, -3, —té‘)Tnlds.

Similar results can be obtained for the other surfaces. Now let the body force
acting in this tetrahedron be b, and the linear momentum be pv. Then the law of
conservation of linear momentum for the tetrahedron states that

' 1 1
—t*nids —t"nayds — t*nids + tds + pbgh ds = ,ov§h ds.

As h — 0, we obtain

t=tn, +t"ny + t°ns.

Alternatively,

t=0"n=o0jne, o=0¢Q®e¢ (2.103)
where aijzt;. The second-order tensor o is referred to as the Cauchy stress or
simply stress. From (2.103) we understand that the stress tensor o gives a trans-
formation law that maps the unit outward normal » to the traction ¢ acting on that
surface.
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Returning to the law of conservation of linear momentum (2.101) and using the
mass conservation law, we have

d dv
7 Q,ova’v—/ﬂ,oaa’v.

Therefore, by substituting (2.103) into the first term of the r.h.s. of (2.101) and
applying the divergence theorem, we have

/ tds=/ aTnds=/divaTdv
a0 aQ Q

Then we can obtain the following Eulerian form of the equation of motion defined
in the current deformed body:

d 0
pd—:(x,t) =p (a—: +v- Vv) =dive (x.t) + pb(x.1) (2.104)
where 3
diveT =Vv.oT = &e,-.
8xj
The component form of (2.104) is given by
dV,’ 80,»,-
- b; 2.105
P = e TP (2.105)

For a static equilibrium problem the partial differential equation system in
Eulerian form together with the boundary conditions is given by

V.ol +pb=0 (2.106)
u(x)=u on 0%,, (2.107)
o'n(x)=t on 0% (2.108)

2.4.2 Lagrangian Descriptions &

We introduce a relationship between the Cauchy stress o defined in the deformed
body with its basis {e;} and the first Piola-Kirchhoff stress II defined in the
undeformed body with its basis { E; } as follows:

tds=0"nds =tdS =TI'N dS (2.109)
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where n and IV are unit outward normals defined on ds for the deformed body and
on dS for the undeformed body. The vector ¢ is a traction defined on ds, and ¢°
is the shifted vector of # on dS (see Fig.2.10). By substituting Nanson’s relation

(2.86), such that nds=J F~TN dS, into (2.109), the first Piola-Kirchhoff stress
can be written as

)
O=0,E ®e=JF's, TIj= Ja—lcrji (2.110)
X

The transpose of the first Piola-Kirchhoff stress § =II7 is known as the nominal
stress:
X
0x j
Note that in some books, e.g., Kitagawa (1987) pp. 33, the first Piola-Kirchhoff
stress and the nominal stress are defined in an opposite sense.

Since the first Piola-Kirchhoff stress IT is not symmetric as understood by
(2.110), we introduce a symmetrized tensor T, called the second Piola-Kirchhoff

stress, and the Euler stress 7, which is the transformed tensor of T, into the
deformed body using the rotation tensor R:

S =S @E =JoF ", Sir = Joy, (2.111)

T=JF'¢eFT=nnFT=Fs, (2.112)
T =RTR". (2.113)

Referring to (2.109), Newton’s equation of motion (2.101) can be expressed by
the Lagrangian description as

/pj—:(X,t)JdV:/ HTN(X,t)dS+/ pb(X.,t)JdV.

0 Q0 Qo

Domain )

~ » Deformed body

~ ’
Strmnnaen=*”

Undeformed body

Fig. 2.10 Traction vectors represented for undeformed and deformed bodies
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Recalling J =py/p and applying the divergence theorem to the first term of the
r.h.s. yields the following Lagrangian form of the equation of motion:

d
pod—:(X,t) —DivII’(X,1) + pob(X.1) (2.114)

where we have

. 0 aTly;
DivIl” = (T;;¢; ® E;) (‘«’jm) = aleei.
Then a component form of (2.114) is given by
dvi 81'[1,-
—_— = b;. 2.115
Lo dt 8X1 =+ po b; ( )

For a static equilibrium problem, the system of partial differential equations in
Lagrangian form together with the boundary conditions is given by

DivIT"(X) 4 pob(X) =0 (2.116)
uX)=u" on 09, (2.117)
N'NX)=7 on % (2.118)

2.5 Conservation of Moment of Linear Momentum
and Symmetry of Stress

Let x be a position vector in the deformed body €2, then the total moment of linear
momentum of the body with respect to the origin O is calculated by

Hz/xApvdv,
Q

and the total torque 7~ due to an external force ¢ and a body force b is given by

T=/ xAtds+/xApbdv.
Fle} Q

The conservation law for the moment of linear momentum states that H="T;
therefore we have

d
— x/\,ovdv=/ x/\tds+/x/\,obdv. (2.119)
dt Jo Flo) Q
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Applying the transport theorem (2.84) to the Lh.s. of (2.119) and noting d x /dt A
v =v Av = 0yields

dvk dx i Olk
CXj P = eiikﬁ;x/ + eqjex;j pbi
dvk aCle
= ejjiX; (p T a—x[ —bi | —ejxoi = 0.

The terms in () of this equation vanish because of the equation of motion (2.104),
and eventually the following result is obtained:

ek = 0.

This implies

Ojx =0, = 0= al. (2.120)
That is, if we have the conservation law of moment of linear momentum and assume
no point-wise source term of moment, the Cauchy stress is symmetric. A further
exposition of the symmetry property of the Cauchy stress is given by Selvadurai
(2000b).

2.6 Incremental Forms of the Equation of Equilibrium &

For nonlinear problems such as elasto-plastic materials it is necessary to use a
formulation based on an incremental form of the equation of equilibrium. We can
introduce either the total Lagrangian form or the updated Lagrangian form. In the
former case the incremental form is expressed in Lagrangian terms, while in the
latter case the incremental form is given in an Eulerian description.

2.6.1 Total Lagrangian Form

The total Lagrangian form of the equation of equilibrium is obtained by differenti-
ating (2.116) directly. Thus the partial differential equation system together with the
boundary conditions is given by

DivIT' (X) + pob(X) = 0, 2.121)
v(X)=+" on 0Q,, (2.122)

ONX)=7 on 0Q. (2.123)
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The component form can be written as

AT (X) .
it2) A(X) =0, 2.124
ox, + pobi (X) =0 ( )
vi(X)=%»  on 9Q° (2.125)
M,N/(X) =7 on 99" (2.126)

2.6.2 Updated Lagrangian Form

By integrating each term of Nanson’s relation nds = J F~T N dS we have
/ nds = / JFTNdS = / Div(J F~T)dV =0,
aQ Q0 Q0
NdS = / JVFTnds = / div(J7'FT)ydv =0.
Q0 a0 Q
These give the following equations:

. _ d _ o 0, _
Div(J FT) = X (JF;"Y e =0, divy'F")= e (J7'Fy)E =0
(2.127)
Next, (2.110) implies that
Jo =FII,
which can be time-differentiated to yield the nominal stress rate I defined by

o

N=J'Fll=¢—Lo +otrD. (2.128)

Equation 2.128 implies that IT is an image of I in the deformed body mapped from
the undeformed body by J ' F. A component form of (2.128) is given by

]

M, = J ' Fylly, (2.129)

We take the divergence of (2.129) using (2.127), and obtain

i _ 8fl,,~ _ 0x; 8fl,,~ _ 8fl,,~
—L =J'F; =J ' =L =J! .
T 0x; 0X, dx; X,
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Since J = py/p, (2.124) for the deformed body can be given as

]

n,
Ui 4 () = 0. (2.130)
an

Thus the partial differential equation system of the updated Lagrangian form
together with the boundary conditions is given by

div 7 (x) + ph(x) = 0, 2.131)
vix)=v» on 0%, (2.132)
Nln(x)=7 on 0% (2.133)

It must be noted that, as understood from (2.131), “the updated Lagrangian form is
expressed in Eulerian terms”.

2.7 Specific Description of the Equation of Motion &

As we shall discuss in Chap. 3, specific descriptions of stress and stress increments
are preferable when formulating energy theorems. Hence we will now rewrite the
equations of motion in the specific forms.

2.7.1 Eulerian Equation of Motion
Let us define the normalized measure of Cauchy stress o'# by
+ 1
o*(x,t) = —o(x,t). (2.134)
P

Then the Eulerian equation of motion (2.104) can be written as follows:

d
pd—: = div (o H)T + pb. (2.135)

It is interesting to note that the dimension of Cauchy stress o is M/LT? (N/m? = Pa
in MKS) while for o'* it is L?/T? (J/kg in MKS), which has the dimension of energy
per unit mass.
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2.7.2 Lagrangian Equation of Motion

The specific first Piola-Kirchhoff stress IT#, specific second Piola-Kirchhoff stress
T+ and specific Euler stress 7+ are defined by

1 1
n# = ;n, TH= p—T, tt = RT*RT (2.136)
0

Since J = py/ p, and using (2.110) and (2.112),
M# = F~lo¥, (2.137)
TH=F'¢tFT. (2.138)

Then the Lagrangian equation of motion (2.114) can be written as

d
pod—: — Div (polH)T + pob. (2.139)

2.7.3 Incremental Form of the Total Lagrangian Equation
of Motion

Differentiating (2.139) with respect to time yields

dv(X.1)
po———

. T .
= = Div (poni(X,t)) + pob(X 1) (2.140)

where v=dv/dt =a (a is the acceleration), and the Lh.s. of (2.140) is the rate of
acceleration, which can be regarded as an increment of the velocity. Equation 2.140
is equivalent to (2.121) if v =0. The component form of (2.140) is given by

dv; ad
Po—

ey :
i (pon,,) + pob. (2.141)

2.7.4 Incremental Form of the Updated Lagrangian Equation
of Motion

From (2.137), 0% = FII* and differentiating this yields

6% = Lot + FII*.
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Thus we can define the specific nominal stress rate by

n*=FN* =6¢*— Lo* (2.142)
On the other hand we have 3 3
L F.g—
ox; o,

Then (2.140) can be expressed as

dv(x,1)
dt

o T .
00 = div (pol'[i(x, Z)) ~+ pob(x,1) (2.143)

The Lh.s. of (2.143) can be written in the normal Eulerian description as

dv(x,1) v ..
o) T Lo (5 +v-div v) . (2.144)

The component form of (2.143) is given as follows:

NI |
" (L v, & ) _ (ponf.i) + poby. (2.145)

o " ax; ) T ax;
Equation 2.143 is equivalent to (2.131) if v=0; however, it is interesting to note
that the body force b is modified by p, while each term of (2.143) is modified

by po.

2.8 Response of Materials: Constitutive Theory

The governing equations that control material responses are given by the mass con-
servation law (2.97) and the equation of motion (2.104) if no energy conservation is
considered. Note that the Cauchy stress is symmetric under the conservation law of
moment of linear momentum. Furthermore, if the change of mass density is small
(or it may be constant), the equation to be solved is given by (2.104). The unknowns
in this equation are the velocity v (or displacement u in the small strain theory)
and the stress o, i.e. giving a total of nine, that is, three for v (or u#) and six for o.
However, the equation of motion (2.104) consists of three components, therefore it
cannot be solved, suggesting that we must introduce a relationship between v (or u)
and o. The framework that provides this relationship is referred to as a constitutive
theory.
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2.8.1 Fundamental Principles of Material Response

The constitutive law is fundamentally determined for each material, and it gives an
empirical rule. To establish constitutive laws the following physical conditions are
required:

Principle of determinism: The stress is determined by the history of the motion
undergone by the body.

Principle of local action: The stress at a point is not influenced by far-field motions.

Principle of frame indifference: The response of a material must be described under
the frame indifference (see Sect. 2.2.2).

The principle of frame indifference is sometimes called objectivity.
Let a stress ¢ be described as a function of a material point x in the deformed
body at time ¢:
o =o0(x,1). (2.146)

As shown by (2.18), a coordinate transformation of the point x between two
different coordinate systems defined in the deformed body 2 is written as

x* =x5+ 0(x —xy), t*=1t—a, (2.147)
and the frame indifference of the stress o is therefore
o*(x*. 1"y = Q@)oo (x,1) QT (1). (2.148)

Because (2.147) implies that F*dX = QF dX, the deformation gradient F is
transformed as
F*=QF, Q=0 Qe;. (2.149)

Thus F is not frame indifferent. Some tensors introduced in Sect. 2.2.4 are verified
as follows:

C*=F*"F*=(QF)"(QF)=F"F =C, (2.150)
B* = F*F*T = (QF)(QF)' = QB Q" (2.151)
E*=F*F*T —I1* = (QF)" (QF)—-1 =E, (2.152)
L*=F (F*)"'=(QF +FQ)QF)"'=0LQ" + 9, (2.153)
D* = % (L*+L*")=0DQ", (2.154)
w* :%(L*—L*T): oW ol +Q. (2.155)

Note that the right Cauchy-Green tensor C and the Green strain E are not frame
indifferent, but frame invariant.
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2.8.2 Convected Derivative, Corotational Derivative and Frame
Indifference &

If we consider time-differentiation of vectors and tensors, not only the components
but also the basis must be differentiated. Thus even if the original vectors and tensors
are frame indifferent, their time-derivatives are not in general frame indifferent. In
order to avoid this difficulty several time-differential forms are considered.
Embedded coordinates are used (recalling Note 2.5) with the covariant basis {g; }
and contravariant basis {g'} in the deformed body (i.e., Eulerian description), so that
a vector v can be written as
v=Vg =vg. (2.156)

Its material time derivative is given by
v=Vg +Vvig, =vig +v g (2.157)

Recalling (2.78), the time-derivative of the covariant basis is g; = L g;. On the other

hand, since g' = F~TG' due to (2.74) and F'= —F 'L dueto (2.68), the time-

derivative of the contravariant basis is given by
g =—-LTg". (2.158)
Now we can define the convected derivatives by

vy Y g (2.159)
SZ_Vg“ St—Vlg. .

Then from (2.158) we have

sy . d(F~y)
Yy _py=r& Y 2.1
5 v v FTE (2.160)

. d(F"
L S

2.161
ot dt ( )

As observed in (2.159), §v/8t, §.v/6t denotes a part of v excluding the change of
basis, which corresponds to the change of v when the observer is moving along the
same coordinate system of the deformed body. §°v/§¢ is known as the contravariant
derivative or upper convected rate, and 6.v /8t is known as the covariant derivative
or lower convected rate.’

- . . : < >
>The convected derivatives of a vector v are sometimes written as §°v/8t = v, §.v/8t = v. For

< >
the second-order tensor T these are 6T /6t =T, §.. T /6t =T.
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For a second-order tensor T four convected derivatives are introduced as follows:

5T .. T .
5 =T"g:®gj, 5/ =T,g:®g’,
X 8 o
57 =T"¢g" ®gj, %= g gl

Applying (2.78) and (2.158) and noting that L” = g’ ® g yields
Tig, ®g;=LT"g;®g;=LT,
TVgi®g;=T"gi®Lg; =(T"g; @ g,))L" =TL",

T.}gi‘g’gj :LT.}gi®gj =LT,

T.gi®g =-Tig®L g/ =-TL,

T'¢ ®g,=—L'T/g®g; =-L"T,
T/g ®g; =T/g;®Lg/ =TL",

Tjg' ®g/ =-L'Tg' ®g/ =-L"T,

Tjg ®g/ =-Tjg®L g/ =-TL.

Thus (2.162) can be written as

seer . d(F'TF~T
=T —-LT-TLT = FQFT,
St dt
cT . F-ITF
& =T—LT+TL=FMF—1,

ot dt

5T d(FTTF~"
ST _ g —qor = pr I D pr
8t dt

8ecT d(F'TF

s =T +L'T+TL = F_T%F_l.

(2.162)

(2.163)

(2.164)

(2.165)

(2.166)

If an orthonormal coordinate transformation tensor @ (Q~'=Q7) is used
instead of the deformation gradient F, the concept of the convected derivative can
be extended. That is, let = Q Q7 be an antisymmetric rotation tensor generated
by Q as shown in (2.27), then the corotational derivative of a second-order tensor

T due to Q is defined by

DT
D1

d(Q'TQ)

=T+TQR-QT =Q T

0.

(2.167)
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Here © T /Dt represents an objective part of the time derivative of the second-
order tensor T (the proof is similar to (2.170) as shown below). For example if
the rotation tensor R and the spin tensor W are used instead of Q and 2, we can
introduce the Zaremba-Jaumann rate as follows:

2T d(RTTR) RT

=T +TW-WT =R

2.168
Dt dt ( )

The material time derivative of a vector-valued or tensor-valued function is not
always objective as described above even if the original function is objective. It can
be said that the convected derivative and corotational derivative are introduced to
ensure objectivity of the time-derivative. For example we have

SL_J’* — dv* *T % (QV) T AT _ SL_V
st —ar T +(QLT QT -2)(Qv) = 0+ (2169)
(SS_zT - Cj{T: + LT+ T*L*
T
- d(QTQ ! (L7 0" -2)01Q" + 0TQ"(QLO" + 2)
(SCCT
=02 (2.170)

Note that the time derivative ¢ of Cauchy stress o is not objective, but the Zaremba-
Jaumann rate ®o /Dt is objective.

2.8.2.1 Spin of Eulerian Triads 2 ©

Recall that the Eulerian triads {n; } was introduced in (2.57). Let us define the spin
QF of {n;} by

a=R5n = @F=ien=0,men, Q= (2170)
Since n; ® n; =i (i is the unit tensor for the deformed body), the time-differential
yields

QE=p@n =-n o =—(R5H7.

This shows that 2 £ is antisymmetric.
We can define the following Lagrangian tensor 2 £%, which is the pull-back of
Q£ to the undeformed body by the rotation tensor R =n; ® N;:

QK =RTQFR=0, N;®N;, = R"i, =N, (2.172)
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2.8.2.2 Spin of Lagrangian Triads

Recall that the Lagrangian triads { N;} was introduced in (2.55). Let us also define
the spin % of {N;} by

Ni=Q'N, = @'=N,®N,=Q;N;®@N,, @, =N N,
(2.173)

It is obvious that 2 is antisymmetric. We can define the following Eulerian tensor
QRL which is the push-forward of 2% to the deformed body by the rotation tensor
R= n N i+

Qf = RQ'R" =Q n ®@n; = RN, =Q"n,. (2.174)

2.8.2.3 Eulerian Spin »* and Lagrangian Spin o **

Time-differentiating RR” =i yields RR” + RR = 0, therefore the Eulerian spin
® and Lagrangian spin @ ®X, which is the pull-back of the Eulerian spin into the
undeformed body, can be defined by

wR=RRT=w§ni®ni, wRRzRTwRRzRTR:a)fNi@Ni.
(2.175)
On the other hand, because of (2.171) and the relation n; = RN ;, we have

Q) =mi-iy=n;-(RN; + RN;) = n; - (RR")n; +n; - RR"N;
=n; -coan +ni-SlRLnj.
Thus the component form of the Eulerian spin is

of =Q; -9, (2.176)
The direct notations are given by

wf=QFf —QRL HRR = QER _ QL. (2.177)

2.8.2.4 Corotational Derivatives

Since the deformation gradient F' can be written in terms of the polar decomposition
as defined in (2.46), its time-differentiation gives

F = RU + RU.
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By using (2.65) we obtain the following corotational derivative V due to o *:

L=FF'=W+D=RR" + RURT(RUT'RT) =+ VvV~ (2.178)

V= RURT = 2&V

=V + Vol —ofv. (2.179)

o
It should be noted that the term V'V ~! includes an antisymmetric part. Both U and
U are symmetric, therefore we have

D= %R (UU—l + U“U) RT, W=0f+ %R (UU—1 - U—ll'J) R”.
(2.180)

On the other hand, by recalling that V' = Ydin @ ni, RE =h; ® n;, the time-
derivative V' can be given as

V=X (ii n@n+An @n +An; ®ili) =Y Ain@n+QEV-VQE
v
Thus we can define the following corotational derivative V due to %:

\Y . .
V= =V+VE-_QEV =3 Lin; @n;. (2.181)

Dt

Equation 2.179 gives the relationship between both corotational derivatives as
o v
V=V4+Qky_vekL, (2.182)

It should be emphasized that from (2.179), V =DV /Dt gives the corotational

Y
derivative of V due to %, while from (2.181), V =03V /Dt gives the corotational
derivative of V due to QF.

2.8.3 Invariants of Stress and Strain and Isotropic Elastic
Solids

2.8.3.1 Invariants and Spherical Decomposition of a Second-Order
Real-Valued Symmetric Tensor

A second-order real-valued symmetric tensor T gives three real eigenvalues A which
are determined by the characteristic equation:

det(T —AI) = A+ [A*— LA+ 1, =0, (2.183)
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L=uT, b [(cT)—uwT?], L=detT (2.184)

1
T2

where [, I, I5 are the first, second and third principal invariants, respectively.
The mean or volumetric tensor T and the deviatoric tensor T are defined by

_ 1 _
T= wnIl. T1'=T-T. (2.185)

Since the first invariant of the deviatoric tensor T is zero (J; =tr T’ =0), its second
and third invariants are

1 1
Js VT = S (T2, Jy =detT'. (2.186)

= 5 ik
Let us define the k-th moment I; of a tensor T' by
Iy =Tk (2.187)

Note 2.6 (Cayley-Hamilton Theorem). The well-known Cayley-Hamilton theorem
states that

C(T)=-T’+ 1T~ LT + 51 =0 (2.188)

which is similar to the characteristic equation (2.183).

Proof. Let us introduce an orthonormal basis {¢;} (i =1, 2, 3), and let the coefficient
matrix of T be Ty (T =Ty e; ® ey), which gives

Ter, =Tye. (2.189)
We define a tensor B with tensorial components given by
By = Tyl — 6T
(note that I =§;;¢; ® e;); thus (2.189) is equivalent to
Bye; = 0. (2.190)
We should recall that the adjoint A; of a regular matrix A; is given by
Af, A= (detA)6,;, and if we multiply the adjoint B}, (with tensorial

components) by (2.190), we obtain

BZmBlkel :det(B,-j)szel =0, = C(T)el :det(TZkI—(SZkT)eg =0
(2.191)
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1 iftm=1
0 ifm#1.

ml =

By multiplying v; with this result and setting v=v;e;, we have C(T ) v =0 for an
arbitrary v, which implies that we have (2.188) |

Operating the trace on (2.188) and using the definition of the k-th moment given
by (2.187) yields I3 = I3—11 12+12 1. Since I, = Il, the relationships between the
invariants and moments are given by

| - - 1- 1- - 1 -
Lh=Ih, hL=; (1) - L], L= 3h-3hb+ 3(11)3. (2.192)

Thus the third invariant J3 of the deviatoric tensor T’ is given by the third
moment J3:

1 1 i
Jy = 3T Tl = St (T =<5 (2.193)

Let us introduce the norm® of a second-order tensor T by
ITI| = (T :T)* =TTy

Since ||I]| = +/3, the ‘signed magnitude’ of the volumetric tensor T is calculated as

—_ 1
T = ﬁTkk- (2.194)

If the ‘basis tensor’ of T is introduced by

nO =0 ¢ ® e I D 2.195
I P T T3 ( )

we have
T =Tn, (2.196)

For the deviatoric tensor T’ we introduce the norm 7"’ and the ‘basis tensor’
2)
n'?) by

—=2
T =(T': T =(T; T; - T)", (2.197)

5The inner product of the second-order tensors A, B is introduced by A : B = tr (AT B) =
Ajj Bij. A and B are orthogonal if A : B = 0.
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1T
@ = 5% o 2e: @ _ 0T _ %
no =n; e Q®e;, ng = 3TU/ =7 (2.198)
= T’ =Tn". (2.199)
Lode’s angle Ty of T and the Lode parameter yr can be introduced by
3375
_ _ 3 _ @3
yr = cos (3Ty) = SXRALE V6t (n'?)°. (2.200)
If the tensor of Lode’s angle is defined by
To=Tyn®, (2.201)
its “basis tensor’ n® =n" ¢; ® e; can be calculated as
aT Ty 0 6 1
n® =28 _ o dyr _ V6 1@t (1) — n@n® 4 —n
i 0Ty Oyr 9T;  sin(3z) |V kg
V6 1
3 — (2) (2))3 (2))2 1
= n’=——"—|n"tr(n —(n —n 2.202
] Ll I
where we used the relationship tr (n?)? =1.
The basis tensors n), n® | n® are mutually orthogonal in the sense of
n® 0P =8, (2.203)

Thus the second-order real-valued symmetric tensor T is written in orthogonal
components by

T = Tiyn™ (a : summed) (2.204)

where we set

T(l) =T, T(z) = T/, T(3) =Ty.

The result (2.204) is referred to as the spherical decomposition of T .

2.8.3.2 Geometrical Interpretation of Spherical Decomposition in the
Principal Space

Let the eigenvalue representation of the second-order real-valued symmetric tensor
T be given by

3
T:ZT,-eﬁ@e;.

i=1
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Fig. 2.11 Deviatoric, T
volumetric and Lode’s )
components in the principal
space

T,": projection
e e’ 15 of T on Il-plane

Then the volumetric, deviatoric and Lode’s components T, T’, Ty are as shown
in Fig.2.11 together with the base tensors n¥) (@ =1,2,3) (since the tensors in
the principal space are termed ‘vectors’, we will use this designation). T is the
projection of T on the diagonal axis 77 =7, =73 (which is referred to as the
hydrostatic axis for the stress). The difference vector T —T gives the deviatoric
vector T’. The orthogonal plane to T including the vector T' is referred to as the
[I-plane. . If the projected axis of T on the IT-plane is 77, the angle between T}
and T’ gives the Lode’s angle Ty.

This implies that, by spherical decomposition, cylindrical polar coordinates are
introduced in terms of the ‘hydrostatic’ axis.

2.8.3.3 Spherical Decompositions of Stress and Strain and the Response
of an Isotropic Elastic Solid

The stress o is a second-order real-valued symmetric tensor, and the spherical
decomposition is given as follows:

o=171/3 Volumetric stress

IY =tr(o) First invariant of stress
6=17/3 Magnitude of volumetric stress

o =0-¢ Deviatoric stress

o' =|o'| = (¢':0")/? Magnitude of deviatoric stress

og = % cos~ {3 \/§J3"/2(J2”)3/2} Lode’s angle for stress
JJy=0":0"/2 Second invariant of deviatoric stress
J{ = det(a’) Third invariant of deviatoric stress

For the strain ¢ we can introduce the spherical decomposition as follows:

e=171/3 Volumetric strain

I{ =tr(e) First invariant of strain
=17/ V3 Magnitude of volumetric strain
& =e—¢ Deviatoric strain
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g = || = (¢ : &")/? Magnitude of deviatoric strain

gg = % cos_1{3«/§J§/2(J2€)3/2} Lode’s angle for strain
J;=¢:1¢/2 Second invariant of deviatoric strain
J{ = det(&') Third invariant of deviatoric strain

If a material body is an isotropic solid, the stress and strain are decomposed by
using the same basis n(®:

=anV, ¢ =0'n?, og=0'0on?, (2.205)

Qi

o0=0+0 40y,

e=¢+¢& +ey, &g =zn, e =¢n?, eg = 'ggn®, (2.206)

and the linear elastic response is written in terms of the volumetric and deviatoric
components independently (cf. Note 2.7). Thus, referring to Fig. 2.11, the response
gives a state that is symmetric about the hydrostatic axis as follows:

o = 3A&, o' =2ue'. (2.207)

The coefficients A, w are called Lamé’s constants. Then the response of the linear
elastic solid, called the Hookean solid, is written as

0y = Mgk i + 2 &5 (2.208)

Young’s modulus £ and Poisson’s ratio v are related to Lamé’s constants A, u, the
shear modulus G and bulk modulus K as

. Ev _E G okeaaila- E
T Urw-2y HFTo2arnyTT ATATIET 3000y
(2.209)

Note 2.7 (Lode’s angle and the response of isotropic solids). 1If the elastic response
of solids is written using Hooke’s law as

o = D%, (2.210)

the most general form of the fourth order tensor D¢ for isotropic materials is
given by

Dijiy = A8ibu + pn(8ikdji + 8idjx) + v(Sikdj1 — 8i16j) .211)

(cf. Malvern 1969, pp. 277). Since o and & are symmetric (0;;=0;, &;=¢&j;), We
have the condition v =0, which causes no change in the Lode’s angle component
for isotropic solids, and the axi-symmetric response with respect to the hydrostatic
axis. Another result is that there exist two independent elastic constants, although
the number of eigenvalues of stress and strain is three.
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‘We also note that a tensor function defined as
Gkt = A8i8i + p1ixd i + v (2.212)

is also isotropic (Little 1973; Spencer 2004). The constitutive equation (2.210) now
becomes
o = Adjerk + e + vej. (2.213)

Since €;; =¢;, no generality is lost by setting © = v such that 0 =A§;;exx+2 ;. B

The inverse relation of (2.208) is

v 1+v
gj = _E Tk 5,']' + TU,:,'. (2.214)
For two dimensional problems we can consider two idealized states: the
plane strain state where &, =¢,,=¢,,=0 and the plane stress state in which
0., =0y;=0,;=0. Under these conditions, Hooke’s law is rewritten for the vector
forms of stress and strain as

o= D¢, o = [0y 0y crxy]T, € = [exx &) )/xy]T (2.215)
v
7 0
—v
E( - v
Plane strain: D¢ = — L0~ . 1 0 (2.216)
(14+v)(1-=2v) L .
0 1—2v
2(1—v)
1lv 0
e E vt o
Plane stress : D¢ = . (2.217)
1 —02 1—v
2

Here we have used the engineering shear strain yy, = 2¢,,. The representation of
stress and strain given by (2.215) is referred to as the contracted form.
If the material body involves an initial stress o and/or initial strain &y, Hooke’s
law is transformed to
o =D°e+ ey +0oyp (2.218)

If the initial strain is caused by a temperature difference T — Tp, we have ¢ =
a(T — Tp)i for an isotropic material body, therefore the above equation becomes

v 1+v
gj = ~z kk 8 + TO’,']' +a(T —To) 6; (2.219)

where T is the reference temperature and « is the thermal expansion coefficient.
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Substituting Hooke’s law (2.208) into the equation of motion (2.104) yields the
following Navier’s equation where the unknown variable is the displacement u:

d?u; %u ; 9%u;
——L = J ! b;. 2.220
P = A T ey, TP (2220

Note 2.8 (Solid and fluid). The term “solid” is used for the material body where the
response is between the stress o and the strain & or between the stress increment d o
and the strain increment d . The term “fluid” is used for the material body where
the response is between the stress o and the strain rate & (or the stretch tensor D).
For a fluid we have to introduce a time-integration constant, which is referred to as
the pressure p. |

2.8.4 Newtonian Fluid

For simplicity, we describe the equations without mass density p. Since the specific
stress ai(x,t) is given in terms of an Eulerian description, we treat here the
simplest response for that description. To satisfy the principle of determinism and
the principle of local action mentioned in the previous section, the stress o+ (x, 7)
can be written in terms of v and Vv:

ot =a*(v, V). (2.221)

The frame indifference of the stress oi(x, t) is a natural conclusion of Newtonian
mechanics in that the force vector is frame indifferent. Since the stretch tensor D is
frame invariant by (2.154), we use D instead of Vv. From (2.27) we have

. dxi  dQ
v' = 7 +dt(x xo) + QOv.

Therefore the frame indifference requires the following condition:
o™ (v*, D¥) = Q¢+ (xg + Q(x —x0) + Qv, QDQT) o7

We define x|} as
X5 =—-0(x —x9)— Qv

Then we can see that if we have

0*(D)0" =6*(@DQOT) = of=0%D) (2.222)
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the fundamental principles mentioned in the previous section are satisfied. Since D
is symmetric and non-negative definite, the most general form (Truesdell and Noll
1965, pp. 32; Malvern 1969, pp. 194) can be given by

o =pct=qoi +¢ D+ pD? (2.223)
where ¢; (i =0, 1,2) are functions of the invariants I.” (i =1,2, 3) of D:

¢ =¢i(UP. 17, ID). (2.224)

The invariants IiD are calculated by the following characteristic equation for
specifying the eigenvalue :

det(D —¢i) = -+ 1P - 1P + 1P =0, (2.225)
IlD =trD=V.y,

P = laPy-ip]. i =uwmd,

=

I =detD
We omit the third term of the r.h.s. of (2.223) so as to linearize it:
o0 =pot=(—p+AtrD)i +2uD (2.226)

where p is the pressure and A, p are viscosities (i is the shearing viscosity, and
Kk =A+2p/3 is the bulk viscosity: described below). The pressure p appears in this
equation because v (and also D) is a material time derivative of the position vector
x of a material point in the deformed body, which needs an integration constant;
this corresponds to the pressure. Note that usually the “pressure” is set positive for
compression, therefore a negative sign of p appears in (2.226). Materials that behave
as (2.226) are referred to as Newtonian fluids.

Let us resolve the stress o and stretch tensor D into direct sums of volumetric
and deviatoric components, respectively:

o0=06+0, (2.227)
o= %(tra) i, o =0-¢, (2.228)
D=D+D, (2.229)
B:%mmn D'=D-D. (2.230)

6 and D are the volumetric components of each tensor, and ¢’ and D’ are the
deviatoric (or shearing) components. The volumetric component is orthogonal to
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the deviatoric one in the following sense:

G:0'=tr(670’)=0. D:D =t (ﬁTD’) —0. (2.231)

Since (V - v)I =3D, we can rewrite (2.226) as
_ , ) 2\ — ,
0 +0 =—pi +3(A+§u)D+2,uD

Recalling the orthogonality of the volumetric and deviatoric components, each
component will give an independent response:

6 =—pi +3«D, o' =2uD’ (2.232)

This is a direct result of the response of an isotropic linear fluid. In this equation the
constant

2
k=A+3n (2.233)

gives the bulk (i.e., volumetric) viscosity and p is the shearing viscosity.

Thus the most fundamental constitutive law for a fluid is understood to be given
as a Newtonian fluid defining a linear relationship between the stress o and the
stretch tensor D (recall that the stretch tensor D is equal to the strain rate for the
solid with small strain). The constitutive law is also called Stokes’ law, and can be
rewritten as

0j =—p8ijj+ A D8 +2u Dy (2.234)

Substituting Stokes’ law (2.234) into the equation of motion (2.104) under the
Eulerian description yields the following equation of motion for the unknown
velocity v:

2

aV,' BV,' ap 0°v; 82v,-
AL W ; b (2235
p(ar +v ax,») o T AT W T ey, TP @29

These are the Navier-Stokes equations. If the body force can be set as b= — V¢ by
a potential ¢, we define

p*=p+p¢, (2.236)

and the Navier-Stokes equations can be written as

BV,' BV,' Bp* aZV' 82v,-
Ly )= A ! :
p(ar Vi ax,») o T AT T ey

(2.237)
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If the fluid is incompressible, the condition (2.99) applies and we have

v; v; ap 9%v;
Wigy, DY = %y TV 2238
p(az +V’axj) ox,  Moxjax, TP (2.238)

2.9 Small Strain Viscoelasticity Theory

The one-dimensional viscoelastic response is schematically illustrated in Fig. 2.12.
Note that the ‘stress relaxation’ is a phenomenon that appears under a constant strain
condition, while ‘creep’ is one that appears under a constant stress condition. The
response shown is represented by a model based on an excitation-response theory
together with a data management procedure. Note that we assume an isotropic
material response.

2.9.1 Boltzmann Integral and Excitation-response Theory

The viscoelastic response is commonly described by using a form of Boltzmann’s
hereditary integral, referred to as the excitation-response theory (Gurtin and
Sternberg 1962; Yamamoto 1972; Christensen 2003).

actual stress—strain path

0 = constant

t

Fig. 2.12 Viscoelastic response
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Let us consider a step input function

0 for t <0,
X(t) = ort= (2.239)
Xo = constant for t > 0.

The corresponding response to this input can be written as
y(t) = (1) xo (2.240)

where ¢ (¢) is referred to as the after-effect function (Fig.2.13a) which satisfies the
condition
¢()=0 for t < 0.

If the input x(¢) is given by a collection of step functions as shown in Fig. 2.13b,
the response is written as

y(O) = ¢ —1)Ax;. (2.241)

Then for a general form of the input function x (¢), we have

X(S)
o= [ sy (224)
This is referred to as Boltzmann’s superposition principle.
X X
T //A X
Xy [
| L ,
=0
v )
xo(f)
t !
=0
(a) After—effect function (b) Superposition principle

Fig. 2.13 Boltzmann’s hereditary integral
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Integrating (2.242) by parts yields

(1) = ¢(0+) x (1) + / @x(&) ds = / w(t —s)x(s)ds (2.243)
where
$(0+) = tl_l)I}rlo (1)
and
Wt —s) = ‘W TR (2.244)

is referred to as the response function.’

2.9.2 Stress Relaxation and the Relaxation Spectra:
Generalized Maxwell Model

First we consider a simple uniaxial response. If a strain ¢ is given by

0 for <0,
e(t) = ort= (2.245)
g fort >0,

we write the relaxation stress as
o(t) = E(t)ey, E(t)=0 fort <0 (2.246)
where the after-effect function E(¢) is referred to as the relaxation function.

Following Boltzmann’s principle presented previously, if an input £(¢) is given, the
response can be written as

o(t) = /_ too s dz(ss)ds - /_ too At —s) e(s) ds. (2.247)

The response of a viscoelastic material is generally represented as a model
containing a combination of elastic, viscous and pure stress-relaxation properties.
Then the relaxation function can be written as

E(t) = Eo + 0o 8(t) + E(1) (2.248)

"The definition of the §-function is given by fQ dy§(y —x)f(y) = f(x).
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where E (¢) is a smooth, monotonically decreasing function such that
E(0) =k < +00, E(400) =0,
and can be represented by a Laplace transformation:

E@) = /Ooo N(s) exp(—st) ds. (2.249)

In order to provide a discrete approximation of this function, the variable s is
changed into t by 7 =1/s. Then (2.249) can be written as

E@t) = /0 - H(t)exp(—t/7)d(InT), (2.250)
H(t) = %N (%) (2.251)

and H(7) is referred to as the relaxation spectrum.
Substituting (2.250) into (2.247) and changing the order of integration, we have

o(t) =00(t) + 0o(t) + / o(t,7)d(In7), (2.252)
0
o(t, 1) = H(z) / exp (—(7 — 5)/7) dg(s) (2.253)
de(t
00(t) = Eoe(t).  0olt) = 1 d(t ! (2254
Differentiating (2.253) we obtain
H( )dg(t) - it(r(l,r) L (2.255)
T
8Leibnitz rule: If we have an integral of a continuous function f such as
hi(x)
s = [ rwea
ho(x)
and if /11 (x) and ho(x) are continuous on R = {(x,£): a < x < b, ¢ <& <d }, then
I (x)
d¢(x) — f(uh ( dho(x) / 3f(3x §) dt
ho(x) x

(see, e.g., Protter and Morrey 1977, pp. 284).
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A mechanical representation of a simple Maxwell model is shown in Fig.2.14a and
can be indicated in the same form as (2.255): i.e.

de do 1

ai ~dar T 7°
where E and 7 are the elastic and viscous constants, respectively, and t=n/E is
referred to as the relaxation time. Thus we understand that (2.252) gives a synthesis
of each spectral response corresponding to 7, and this suggests that, for a discrete
case, the generalized Maxwell model can be represented by Fig. 2.15a.
If the material is isotropic, the response can be written in both deviatoric and
volumetric forms:

s(t)=2/t G — )deis) s, ‘(z)_sf K — )ﬁd (2.256)
where
G(t) = Go+ 3 8(1) + G (1), K1) = Ko + 0l 8(t) + K(1).  (2.257)

G(t) = /000 ®*(t) exp(—t/7) d(In 1), K@) = /000 ®"(t) exp(—t/7) d(In 7).
(2.258)

E
J T
Fig. 2.14 (a) Maxwell . {;ﬂ
model, (b) Kelvin-Voigt
model

a b
J,
i
Ei—=E; E,
E — - i
3 ”'_:j m
n 1 1,
i
Fig. 2.15 (a) Generalized {Ej

Maxwell model, (b) i
generalized Kelvin-Voigt f}..?

model
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Since o (t) =s(t)+0a (¢), the total response can be represented as

o(t)z/_t [ZG(t— )&+3K(1— )de(s)} ds:/_t D(t—s)dzgs)d
(2.259)

2.9.3 Creep and the Retardation Spectra: Generalized
Kelvin-Voigt Model

Let us consider a simple uniaxial creep response. If a creep stress o is given by

U(Z):{o for ¢ <0, (2.260)

o) for t > 0,
and the corresponding strain response is written as
e(t) = J(t) oo, J()=0 fort <O, (2.261)

then for a general input o (¢) the strain response can be represented as

e(1) = / " - )d"(s) - / " T —5)o(s)ds (2.262)

—00 —00

where J(¢) is referred to as creep function.
In the same way as we did for stress relaxation, we combine the instantaneous
elastic, viscous and pure stress-relaxation properties, and write the response as

J(t) = Joo + UL +J(1) (2.263)
0

where Joo = 1/ Eoo. Since J (¢) is a smooth, monotone decreasing function, we have
J(0) =0, J(+00) = p < +00.
Therefore it can be represented by a Laplace transformation:
_ o0 o0
J(t) = / M(s) (1 —exp(—st)) ds = / L(t) (1 —exp(—t/7)) d(In1),
0 0
(2.264)

L(r) = (2.265)

<
/N
Qo=
SN———"

L(7) is referred to as the retardation spectrum.
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Substituting (2.264) into (2.262) and changing the order of integration, we have

e(t) = eoo(t) + &0(t) + /00 e(t,7)d(Int) (2.266)
et,7) = L(z) / (1 — exp(—(t — 5)/7)) (S) (2.267)
o(t) = Joo O, go(t) = — /t a(s)ds. (2.268)
Mo J—-co
Differentiating (2.267), we obtain
L(t)o(t) = ‘L’ d S(Z )+ ¢e(t, 1) (2.269)

The response of a simple one-unit Kelvin-Voigt model shown by Fig. 2.14b can be
written in a form similar to (2.269) as

de
Jo=1—
o tdt—f—s

where J =1/ E and 7 are the elastic compliance and viscous constant, respectively,
and t=n/FE is referred to as the retardation time. Thus we can see that (2.266)
gives a synthesis of each spectral response corresponding to 7, and this suggests
that for a discrete case the generalized Kelvin-Voigt model can be represented by
Fig.2.15b.

If the material is isotropic, the response can be given separately for the deviatoric
and volumetric deformations as follows:

e(t)=%/ B(t — )&, é(t)z%/_ C(t—s) ()d (2.270)

—0o0

where

B(1) = B + % + B(1), Ct)=Coo + L +C(1t) (2.271)
Mo Mo
B(t) = /O W (1) (1 —exp(—t /1)) d(In 1),

C(t) = /0 ” U'(t) (1 —exp(~t/7)) d(In ). (2.272)

Since e(t) =e(t)+&(t), the total response is thus represented as

‘ d d ‘ d
e(t):/_oo B s Z(S) —C( —5) "(s)} ds:/_ooC(t—s) ZES)d
(2.273)
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2.9.4 Relaxation and Retardation Spectra and Their
Asymptotic Expansion

The k-th derivative of (2.249) yields

— k) d¥E(t)
E (t)= PIG

= (=¥ /0 - N(s)s* exp(—st) ds

=) .. . . o = o
where E “ implies the k-time differentiation of E. Since s* exp(—st) shows the
peak value at s=k/¢ and the value increases with k, we can replace it by the
d-function so that we have

k —
/(; N eXp(—St) ds = W

Therefore we set

B0 = 0t [ NG~k ds = 1 N,

Now we change the variable as t =k /s, and obtain

EVk/s) = DR

Tk N(s).

This gives a function N(s), and, when k — oo, we have the following asymptotic

form: . .
) —1 k k
NGs) = lim ( k') (T) EVG/s)

Since E is a function of k /s, and using (2.251) we have a function H(z) instead
of N(s):

H(t):%N(l) tim D (kr)* E® (k). (2.274)

T k—oo (k —1)!
Equation 2.274 shows that the relaxation spectrum H(t) can be approximated by

JE (1) 2 0%E (1) _ T E(7)

Hi(t)=—1 . H,(t/2) = 52 H3(1/3)——2 53

When using actual experimental data, the differentiation frequently involves
some numerical errors, therefore we can use either H, or, more often, H; for the
spectral approximation. The practical procedures will be given in a later section.

d¥E(kv)
d(ko)k

. C o =k
Note that the differentiation implies E ¢ )(kr) = . Others are the same.
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The most important advantage of this procedure is that we can determine the
spectral points that govern the corresponding viscoelastic response, which gives
their coefficients, specified by the least squares method.

The retardation spectrum L(t) of (2.264) is written as

L(z) = lim (Glbi (k1) J® (k) (2.275)
oo (k—1)! ' ‘

For an isotropic material the relaxation spectra are given by

(=D =) v (GRON =)
D'(7) = hrn R (kt ) G (ktr), D' (v)= hrn Nr—y k)" K" (k).
(2.276)
and the retardation spectra are
W'(r) = lim D" k0B Y (kv), w(r) = lim D" ko)* T (ko).
oo (k —1)! oo (k —1)!
(2.277)

2.9.5 Experiments for Determining Viscous Properties

Several experiments are used to determine the viscoelastic properties of a material:
creep tests (stress = constant), relaxation tests (strain = constant) and a constant
stress rate test. Figure 2.12 shows the loading paths of each test for the one-
dimensional case.

We first determine the creep function J(¢) based on the results of a creep test:
If the creep stress is given by (2.260), the response is given by (2.261), therefore
e(t)=J(t)op. Let us assume that the relaxation spectrum is represented by the first
approximation of (2.275), i.e.,

(2.278)

We can then plot the values of (2.278) calculated by the creep curve shown, for
example, in Fig.2.16. In this figure we specify discrete values 7y, 12, .. .. Since the
discrete representation of (2.264) is given by

T@) = Ji (1 —exp(—t/7)). Ji=L(t) Alnt, (2.279)
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Fig. 2.16 Implication of rys Yy e
retardation spectrum ) o, or

MNorton' s power law

Logarithmic creep law
b —

N Retardation spectrum

n ]

we can substitute the above ;’s into (2.279), and, using (2.261) and (2.263), we
obtain the following:

t
e(t) = [Joo + o +Y L(- exp(—t/ri)):| 00. (2.280)
0 .
We now need a procedure to determine 7y. From (2.280) the slope at the final
elapsed time ¢* is given by

1de
oo dt

= Zﬁexp(—t*/n) + L (2.281)
r=t* Ti 1o
Thus if 7; < t*, we can specify the slope 1/no. If T; & t*, the reader is referred to
Akagi (1980) for details of the method to specify ng.

If; i=1,2,...)and n are known, Jo, and J; (i =1,2,...) can be specified
by a linear least squares method. That is, setting the error estimate as

2
1 t
1= Eag |:Joo + % + X,: Ji (1 — exp(—t/t,-))] , (2.282)

Jso and J; can be calculated by solving the following simultaneous equations:

oIl o
O —

— =0, — =0, i=12,... 2.283
0Jo aJ; ( )

For an isotropic material, the creep functions B(¢) and C(¢) are determined using
the same procedure. For an axisymmetric triaxial stress state, let oy be the axial
stress, 03(< 0) (with 0, =03) the confining pressure, £, the measured axial strain
and 3 the measured lateral strain. Then setting

2

Su =3 (01 —03) = =280 = =2s33 = qo, 3 =531 =513=0,
1
NG

(01 + 203) = po,
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—_ )
en =3 (61 —&3) = —2exn = —2e3=¢", epn=e3 =e;3=0,

1
& = — (g1 +2&)=¢",

/3

we have the following deviatoric and volumetric creep responses:
1 , 1
£ =3B q. @) =3C0)po. (2.284)

Due to (2.277), the first approximations of the relaxation spectra of each component
are given by

2 ;088 (7’ 3 de"(r”
W) = — @) ey = 32220 (2.285)
40 ots Do atY
Therefore the discrete relaxation times ty,75,..., 7{,7),... can be obtained by

creep curves (similar to Fig. 2.16). This gives the discrete forms of (2.272) as

B(1)=Y B (1—exp(—t/7))). B =V () Alnt}

_ (2.286)
Ct)y=) C(1—exp(~t/1))), Ci=W'(r)Alnz
and we obtain
1
') =3 [ ne nL +Y B (1- eXp(—t/r;‘))} q0
b (2.287)

Ev(l) — % |:Coo + # + Z Ci (1 - exp(—t/f’.")):| DPo-
0 i

Under the condition 7, 7} < t*, nj and n;, can be specified by using the slopes of
the creep curves at the final time stage ¢* by

2 dé'

qo dt

L1 3 de¥

t=t* '7{), po dt

1
= —. (2.288)
t=t* Mo

The coefficients By, and B; (i=1,2,...), Cx and C; (i=1,2,...) can be
calculated by the least squares method where the error estimates are given by

2
) 1
H“:gqo |:B + — +E B 1—exp( t/t‘)):|

2
1
"= T |:Coo (v) + Z,: G (1— exp(—t/t,-”)):| ,
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which gives the simultaneous equations

AL AL (2.289)
Boo aB; '
aIT” I

rcs =0 Tl (2.290)

Finally, we can see the relationship between the response given by the hereditary
integral form and that given by conventional creep laws such as the logarithmic form

e(t) =a+ blnt, (2.291)
and Norton’s power law
; —ao" (2.292)
Differentiating (2.291) yields
Ly
dt

Therefore the logarithmic creep law employs an averaged relaxation spectrum for
all elapsed time (i.e., only one time-dependent mechanism is assumed) as shown in
Fig.2.16, which may cause difficulty under real, complex situations such as the long
term behavior of rock. On the other hand the power law (2.292) gives

de p
IE :Z(GO'O)

for a creep stress oy, which implies a linear distribution of the spectra (Fig. 2.16).

2.10 Small Strain Plasticity: Flow Theory

In this book we are considering porous materials. Therefore, the stress treated here
must be an effective stress 6’ =0 + pI where ¢ is the total stress, and p is the
pore fluid pressure. Note that in this section we are using the sign convention
for stresses adopted in continuum mechanics, therefore the tension stress/strain is
considered positive, and the pore fluid pressure is positive, since 6’ =o+pI (details
are described in Chap. 6). In this Section we denote the stress as ¢ instead of the
effective stress o’ for simplicity. Readers can see that all results in this section also
work for the effective stress. It should be noted that in this section the deviatoric
stress is denoted as s whereas in other expositions the deviatoric stress is written as
o’. Similarly, the deviatoric strain is denoted as e.
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Symbols and notations used in this section are given below:

o
I = tr(a) = 0j;
L ={(re)’ —tr (¢?)}/2

(Total) stress tensor (tension: +)
First invariant of stress
Second invariant of stress

I; = det(0) Third invariant of stress
o =tr(0)l/3 Volumetric stress tensor (tension, +)
5=tr(0)/V3 Magnitude of volumetric
stress (tension, +)
§s=0—-0 Deviatoric stress tensor

s = |s| = (sy59)"2
op = 5 cos 33 7 /{2(J5)*%]
Jr = Sijsij/z = 2S2

Norm of deviatoric stress
Lode’s angle for stress
Second invariant of deviatoric stress

J3 = det(s) Third invariant of deviatoric stress
de = de® + de? Strain increment tensor

de° Elastic strain increment tensor
de? Plastic strain increment tensor

de? =tr(de?)I/3
dE? = tr(de?)/ /3
de? = de? —de?
de? =|de’| = (de] a’eé.’)l/2

K

Volumetric plastic strain increment
tensor

Magnitude of volumetric plastic
strain increment

Deviatoric plastic strain increment
tensor

Norm of deviatoric plastic

strain increment

Hardening parameter

The result of a simple tension experiment for a metal is schematically shown
in Fig.2.17 with axes of axial stress o7 and axial strain &; or deviatoric stress s
and deviatoric strain e. In metals the volumetric plastic strain can generally be
ignored (7 =0); therefore we can treat the behavior as a uniaxial response. On
the other hand, the shearing behavior of geomaterials is inevitably accompanied by
volume changes that are plastic, therefore we have to modify the original flow theory
developed for metallic materials (Kachanov 2005; Lubliner 1990). Note that in small
strain plasticity we assume that the plastic increment d & can be decomposed into
incremental elastic and plastic components:

de =de’ + de”. (2.293)
2.10.1 Yield Function and Hardening Law
Let us denote the yield condition by
flo,k) =0 (2.294)
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Fig. 2.17 Uniaxial oy(s)
stress-strain relationship

Fde“.(e“)

Initial yielding
G}n|(.§'m) stress ds¥ (e")/ dei(e)

> gile)

which includes the initial and subsequent yield surfaces (Fig.2.17). Here « is the
hardening parameter which denotes a history of past stress and strain, and the
increment can be denoted by

dk =dW? =¢ :deP :work hardening rule (2.295)

dik = |de’| : strain hardening rule (2.296)
where d W7 is an increment of plastic work. Note that the initial yielding condition
is given by f(o,k=0) = 0.

The yield function f(a, «) is classified into several hardening models depending
on the history of loading:

f(o,x) = fi(o) — K(k) : isotropic hardening model (2.297)
f(lo,k) = fi(o —a(x)) : kinematic hardening model (2.298)
da =cde? Prager model
da =c(oc —a)|de?| Ziegler model

flo,k) = fi(oc —a(k)) — fa(k) : anisotropic hardening model (2.299)

We illustrate the isotropic and kinematic hardening models for the one-
dimensional problem in Fig.2.18a, b, and for the two dimensional problem in
Fig.2.19. Note that the behavior shown in Fig. 2.18b is known as the Bauschinger
effect. In geotechnical engineering practice the isotropic hardening model is widely
used because, except in earthquake situations, it is rare that the loading direction is
completely reversed.

The stress-dependent part of the yield function has been widely investigated
using experimental methods. We summarize the results for the case of the isotropic
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(2] [}
A A
_ 49 . hardening coefficient h
de’
A We
> cf > &’
A
L—1
(a) Isotropic hardening model (b) Kinematic hardening model

Fig. 2.18 Axial stress-strain relations and hardening models

0,

(a) Kinematic hardening model
(b) Anisotropic hardening model

(c) Isotropic hardening model

Fig. 2.19 Hardening model for a 2D problem

hardening (2.297) (see also Desai and Siriwardane 1984; Darve 1990; Davis and
Selvadurai 2002; Pietruszczak 2010):

file) =V : von Mises
file) =V +aly : Drucker-Prager
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Si(e) = |or — o3 : Tresca
01 > 0y > 03 : principal stresses

1 1
filo) = ii(m —03) + 5(01 + 03) - sin¢ — C cos ¢ Mohr-Coulomb

¢: internal friction angle, C': cohesion

filo) = ()3*/1; : Lade-Duncan

filo) =(L11) /15 : Matsuoka-Nakai

file)=MDIn(p'/p}) + D (q/p") : Roscoe (Cam clay model)
(For the Cam clay model we use the effective stress ¢”.)
p'=—30/;, q=—(01—03)=—(0{—0%) (0i, of: positive for tension)
Under biaxial conditions, p’ = _%(01/ + 20})

Py preload

M : slope of critical state line
D=AQ—-k)/M1+e)

e = n/(1 — n): void ratio

A: slope of normal consolidation line

k: swelling index (slope of unloading-reloading line)

The original Cam clay model employs isotropic hardening with strain hardening

such as
K(/c):/d/c, di =|de?| = Vdeldel

(Schofield and Wroth 1968). Here e =n/(1-n) is the void ratio, n is the porosity and
del = —d sfi is +/3 times the volumetric plastic strain (positive for compression);
it is related to the void ratio e and plastic increment of the void ratio de” by

de?

1+e

P
del =

2.10.2 Prager’s Consistency Condition

Subsequent yielding occurs at the stress o +d o and plastic state k +d « after the
initial yielding if the yielding condition

flo+do, k+dk) =0
is satisfied. Using this with (2.294) results in

a a
df = l:d0+—fd/<=0. (2.300)
do oK
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This is Prager’s consistency condition. Substituting the work hardening law (2.295)
into (2.300) gives
of of

—:do+ —0 :de? =0 (2.301)
do oK

If we apply the strain hardening law (2.296), the consistency condition (2.300)
remains unchanged.

2.10.3 Flow Rule and Incremental Constitutive Law

Let g be a scalar function such that the plastic strain increment d €” can be obtained
as follows:

dg
do ij

ad
de? =22 or  del =1 (2.302)
30 J
This is referred to as the flow rule of plasticity. The parameter A is determined by
the hardening law (mentioned later).

The flow rule (2.302) implies that the direction of the plastic strain increment
de? is normal to the surface g = constant, and coincides with the stress o. For
isotropic materials this can be described as follows. We introduce the unit tensors
(see Sect.2.8.3) as

d0 do
A= %9 _ 9% _

ds as s 1 doy
2 — — — 3) —
— n — - n
a0 do

, = = — = -, = —— 2.303
as do s 0y 00 ( )
These are orthonormal as described in Sect. 2.8.3, which gives

deP:/\a—g:/\(

do

dg dg dg
9% 1 4 % @ 28 3
a(}n + aSn +09300n .

Therefore the direction of d&” coincides with the direction of the global stress ¢ if
the material is isotropic.

Note 2.9 (Drucker’s stability postulate). If the response of an elasto-plastic body is
stable, the plastic work, W”, must be non-negative:

WP = /(a —0y):de? > 0. (2.304)

This is referred to as Drucker’s stability postulate. Here o is an arbitrary stress
which satisfies

f(o‘o,l() < 0.

The condition (2.304) is written in the local form as

(6 —09)-de’ >0, (2.305)
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or by setting 0 =0 ¢+d o we can write
do-de? > 0. (2.3006)

Substituting the flow rule (2.302) into the inequality (2.305) gives
ad
(0 —00) A8 >0,
do

Since 0 is arbitrary, the above condition is satisfied if g = f (the associated flow
rule) and f is convex (Fig.2.20). This gives a strong restriction for elasto-plastic
materials, especially for granular media, since most of the experimental data show
that if we apply the associated flow rule with a yield function, such as the Coulomb
or Drucker-Prager type, the dilatancy (i.e., the volume change due to shearing) is
over-estimated. |

The incremental constitutive equation for applying the flow rule can be obtained as
follows: Substituting the flow rule (2.302) into the consistency condition, we obtain

19f
A=--"L"do. 2.307
h do ’ ( )
_ 8?/{:17 o g—i : work hardening
h= (2.308)
a a
_—f %8 : strain hardening
ok | do

where /£ is the hardening parameter, which will be determined later. Equation 2.307
is again substituted into the flow rule to give

de? = lag (8f 'da) ! (8g ® af)da (2.309)

do ~ do

~ hoe \do T

Fig. 2.20 Drucker’s stability
condition
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where ® denotes the tensor product, and if dg/do and df/do are represented as
vectors, it becomes

dg _ of ag) (af) 7T
= —=3—¢ 37 - 2.310
do ® do % do ) | do ( )
Equation 2.309 can be written in the indicial notation:
1 dg a
get = 198 9 4o 2.311)

U h 80,7 aO']d
Let C? be the plastic compliance tensor (cf. (2.309)) given by

1dg _ of 1 dg of
p— % &% r__ 5 2312
C e ® o or C; 7 3oy Bow (2.312)

then we have
de? =C?do or def = Ci‘;kldakl. (2.313)

Equation 2.309 (or 2.313) is referred to as Melan’s formula.

Since the plastic compliance tensor C 7 of (2.312), determined by the flow rule, is
represented by a product of two second-order tensors, the determinant is identically
zero (detC? =0, if we set the second-order tensors as vectors as mentioned in
(2.310)). Since it is not possible to obtain the inverse of C? directly, we use the
properties of the elastic compliance C ¢, which has the inverse, along with the direct
sum of the strain increment given by (2.293). That is,

de =de® +de” = (C° + CP)do,
= do = Dde, D = (C°+cCP)~". (2.314)

D¢? is determined explicitly as follows. Let

10 d
do = Déde’ = D (de —de?) = Dde — D28 (Y a6} 2315
h do \ do
Taking the inner-product with df/do, the above gives
af h Bf 8f
- . D¢ H=h+ De 2.31
b0 -9 = e D0 30 80 (2.316)

Using the symmetry property of D¢ and substituting (2.316) into (2.315), we obtain

do = Dde, (2.317)

where

D — pe_ . (Df 8g) ® ( af) (2.318)
do do
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The indicial form of D7 is given by

e 1 g of
Dify = Diji — I (Diejmn%) (Dimﬁ) , (2.319)

We now need to determine the hardening parameter /. For simplicity we use the
isotropic hardening model (2.307), and from (2.308) we have

0K ad
BWPG : f : work-hardening,
h= (2.320)
oK |9
R S : strain-hardening.
ok | do

A function ¢ (x) is said to be m-th order homogeneous of x if, for any scalar 7,

Ptx) = 1"P(x).
Then we have the following Euler’s theorem (cf. Note 3.8, p. 108):

0

¢ _
x-g—m¢>(x)

It should be noted that the von Mises ( f; = +/J>) and Drucker-Prager ( f; = «/J>+
aly) yield functions are first order homogeneous functions; however

fi = +al

is not a homogeneous function.
Let us apply the associated flow rule (g = f) and assume that f is an m-th order
homogeneous function, so that the work-hardening rule (2.320) can be written as

oK
h= . 2.321
s i (2321)
If we define the equivalent stress by
fi(o) = o, (2.322)

and determine the equivalent plastic strain increment by
dW? =0 :de’ =o,del, (2.323)
the hardening parameter can be specified by

do,

h=m—-:.
mBsf

(2.324)



76 2 Introduction to Continuum Mechanics

Let us now consider the physical implications of the equivalent stress and strain. For
metallic materials, which show no volumetric plastic straining, we have

o:de? =sde’ +6de’ =sde’.

where de? is the deviatoric plastic strain increment and d&” is the volumetric
plastic strain increment, and therefore (2.323) is meaningful. However, for porous
materials that show a considerable amount of volumetric plastic strain the concept
of equivalent stress and strain defined by (2.323) is not appropriate. Note that in
the metallic plasticity theory, in order to utilize the result of simple tension we

sometimes define
O = / 3JZ (: Gll)v

2
del = ,/gdep tdePl.

This, of course, causes an adjustment of the coefficients.

and introduce



Chapter 3
Non-equilibrium Thermodynamics

We first review the principles of Classical Thermodynamics (see also Appendix D),
and proceed to give an alternative formulation of Thermodynamics in the context of
a true dynamical process.

3.1 Review of Classical Thermodynamics

Classical thermodynamics provides valuable information that can assist in the solu-
tion of practical problems in many fields of science and engineering. In particular,
when applied to coupled problems that include mechano-thermal and chemo-
thermal phenomena, it gives extremely valuable results (see e.g., de Groot and
Mazur 1962; Kestin 1979; Kondepudi and Prigogine 1998). An informative account
of thermodynamics of solids is given by Ericksen (1991).

Classical thermodynamics involves three central concepts: the principle of
conservation of energy (i.e., the First Law of Thermodynamics), the existence of
entropy (i.e., the first part of the Second Law of Thermodynamics) and the concept
of increasing entropy (i.e., the second part of the Second Law of Thermodynamics).
There are, however, some as yet unresolved issues in classical thermodynamics that
are open to interpretation.

The outline of the classical theory of thermodynamics for increasing entropy
is summarized as follows: First, certain equilibrium states are defined, and then
a transition process between equilibrium states is introduced for the purpose of
defining both reversible and irreversible processes. The latter process results in
the entropy increasing principle. Every thermodynamician states that “natural
phenomena are essentially irreversible”, but this is an axiom or postulate. It should
be noted that this principle was established as a basis for defining the efficiency of
a steam engine in the nineteenth century. The steam engine is a mechano-thermal
system that always involves some internal loss of energy. If we try to prove whether
the process is either reversible or irreversible through experimentation, we would
need to gain access to the system using a measuring device. However, it becomes

Y. Ichikawa and A.P.S. Selvadurai, Transport Phenomena in Porous Media, 77
DOI 10.1007/978-3-642-25333-1_3, © Springer-Verlag Berlin Heidelberg 2012
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impossible to prove theoretically whether the process is reversible or irreversible
because the measuring device itself can consume energy.

3.1.1 An Application of Classical Thermodynamics
Jor a Newtonian Fluid

We first consider the following mechano-thermal coupling problem in a fluid,
showing how classical thermodynamics may be applied within the framework of
the principle of conservation of energy.

Let o and p be the Cauchy stress and pressure (compression positive), respec-
tively. We first introduce the Kirchhoff energy stress a*(x, #) and the corresponding
pressure p*(x,t) by

ot=2 =L 3.1)
o

P
where p is the mass density.

Recall that the fluid is a material in which the residual stress, reduced by
the reversible part of the stress (i.e., the pressure), is dissipative and irreversible;
therefore, for an isotropic Newtonian fluid, we have

o —(—pl)=p (6* + p*I) = A (uD)I + puD (3.2)

where D is the stretch tensor, u is the shearing viscosity, Kk = A+2u/3 is the bulk
viscosity and I is the unit tensor.

We assume that the internal energy u(v, s) and Helmholtz free energy f(v,T)
exist. Here v is the volume, s is the entropy and 7 is the absolute temperature (details
of these variables will be discussed later). The increments are written as

pdu=—pdv+pTds, pdf =—pdv—psdT
= du=—ptdv+Tds, df = —ptdv—sdT (3.3)

Since —p dv/p = —p*dv is the elastically stored internal energy due to stress, it
can be written as

du’ = —p*dvy (3.4)

Since the entropy, s, can also be considered as a potential, at least in the classical
sense, we write s = s(v, T'). The increment is calculated as follows:
as as

ds —gd +a—TdT———dv+?cvdT = Tds=—adv+c,dT (3.5)
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(Y ()| _ 0
“=ra\er ) YT Tar | T T

(3.6)

v

where « is the thermal pressure coefficient and ¢, is the isovolume heat capacity.
The change of internal energy du is produced by the change of the total internal
work o : D dt and the change of heat dg:

du=o%:Ddt+dg (3.7)

where : denotes the inner product of two second-order tensors. Using (3.5) and (3.7)
we have

c,dT = (6% : Ddt —du’) +adv+dqg=dqg+ (r +r) (3.8)
1

rn=ot:Ddt —du’ =;[x (trD)? + puD : D] dt (3.9)

rm=ady (3.10)

The term r| is the heat generated by deformation and r, is that generated by entropy
change. Equation 3.8 results from classical thermodynamics, which represents a
coupling of mechano-thermal effects. In addition, we recall that the right-hand-side
terms of (3.2) give a dissipative stress; thus the ‘dissipation’ of this system can be
written as

1
dD=Tds —dq = (6% + p*I): D dt :;[A(trD)2+,uD :D]dt>0
(3.11)

The relation (3.11), which is equivalent to the classical Clausius-Duhem inequality,
implies that the dissipative part of the internal work due to stress is converted into
heat. This suggests that the irreversible process of classical thermodynamics gives
a conversion of energy from one form to another. The result is evident, because its
framework is built on a potential theory.

Note that, in the above discussion, we have not yet used the second part of the
Second Law of Thermodynamics explicitly. The results are derived solely from
the First Law of Thermodynamics (i.e., the conservation of energy law), using the
thermodynamic potentials u(v, s) and f(v, T), where the first part of the Second
Law was used because in (3.3) we introduced the definition of entropy s.

3.1.2 The Role of the Second Law of Thermodynamics
in Classical Theory

As we observed in the preceding discussion, the framework of classical thermody-
namics is established on the basis of thermodynamic potentials - such as the internal
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energy, enthalpy, Helmholtz free energy and Gibbs free energy. The existence of
such potentials is assured by the first part of the Second Law of Thermodynamics.
This is the essence of classical thermodynamics. Recall that the Second Law of
Thermodynamics in the classical theory of thermodynamics consists of two parts
(see Kestin 1979; Raniecki 1976). In the first part, the existence of equilibrium
entropy and a thermodynamical (absolute) temperature is deduced for a class of
reversible processes, using Carathéodory’s Theorem. The second part states that
entropy increases in irreversible processes of adiabatic systems. We will not discuss
the details of the proof of the classical theory here, which can be found in Buchdahl
(1966) and Kestin (1979).

3.1.3 The Entropy Inequality in Classical Continuum
Mechanics

In theories of continuum thermodynamics, comprehensive procedures that formally
introduce the entropy inequality are commonplace. The schemes are classified
into two major groups: classical irreversible thermodynamics (CIT) and rational
thermodynamics (RT). The form of the entropy inequality is different in both
theories. Note that here the molecular-based discussions are disregarded because
of the basic assumption of a continuum formulation.

The fundamental hypothesis of CIT is the existence of a local-equilibrium
condition. A series of finite volume cells is considered in a material body, in which
local variables such as temperature and entropy are uniform and in equilibrium,
but time-dependent. The variables can take different values from cell to cell. The
majority of textbooks are written using this formulation (see, e.g., Kestin 1979,
which refers to this as the principle of local state). The most important result of
CIT under the local-equilibrium hypothesis is that, as a natural result of the Second
Law of Thermodynamics in the course of a mechano-thermal process, we have the
following entropy inequality:

ds o Vgivg+ ot (3.12)
Par="1M17 7 ‘
where p is the mass density, ¢ is the heat flux and r is the heat generation. The
local-equilibrium hypothesis, however, has an inevitable drawback for CIT, since
non-equilibrium processes, such as chemical reactions that are extremely important
in thermodynamics, cannot be treated within a framework that is based on local-
equilibrium states.

The basic framework of RT was developed by Truesdell and Toupin (1960) and
Coleman (1964), which excludes the local-equilibrium hypothesis (see Note 3.3,
p. 95). Let us define ¢/ T as the entropy flux and /T as the entropy supply. RT
introduces the rate of entropy production I" in a part P of the body as
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d q or
N=— d —-nds— | —dv, 3.13
dt/Pps v+/a7DT nds /PT % ( )

where n is the unit outward normal to dP. The implementation of the Second Law
of Thermodynamics requires that

r>0. (3.14)

Consequently, the local form of (3.13) is obtained as
d
02 > _div (1) +pe. (3.15)

This procedure is still followed in most of the recent works that utilize the RT
framework. However, as discussed in Note 3.3, p. 95, the RT theory contains an
inevitable shortcoming in that the understanding of the ‘entropy flux’ introduced
in that framework is difficult to justify physically. Thus no continuum mechanics
formulation has been successful in establishing a rational non-equilibrium thermo-
dynamics framework.

3.1.4 Note on the Proposed Framework

We will develop an alternative framework for examining non-equilibrium thermo-
dynamics processes in continuum mechanics. In this approach we invoke a strong
constraint of the entropy inequality, i.e., the second part of the Second Law of
Thermodynamics. The essence of the alternative framework is that the lost energy
in the sense of the classical irreversible process does not completely disappear but
it is converted into another form (fundamentally into heat, especially in a mechano-
thermal problem), and in most cases the lost energy is not measurable.

The entropy inequality is thus considered not as a universal law, but as a working
hypothesis for examining phenomena in a given thermodynamic system where
non-measurable energy components exist. This non-measurable energy occurs in
the entropy inequality, which is satisfied only in a local form (see Sect.3.3.2).
In addition, following the original concept of Clausius (see Yamamoto 1987, p. 390),
we show that the second part of the Second Law of Thermodynamics is represented
as a positive definite condition for the heat flux. The resulting framework is simple
but noteworthy.

It is important to note that an irreversible process is essential in classical theories
of thermodynamics, since the entropy inequality is derived for this irreversible
process. However, the concept of reversible and irreversible processes plays no role
in our framework, because the energy conversion process described by the First Law
of Thermodynamics is essential, and the entropy inequality is not formulated as a
universal law as mentioned above.
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3.2 Conservation of Energy: The First Law
of Thermodynamics

Energy can be imparted to a system in several forms, which are mutually convertible
(Fig.3.1). In this Section the conservation of energy law, that is the First Law
of Thermodynamics, for mechanical and heat energies is discussed as a typical
example. The First Law of Thermodynamics asserts that both mechanical and heat
fluxes contribute to the increase of internal energy. Here the energy, power and mass
flux received from the surroundings are denoted as positive except for the heat flux,
which follows the classical thermodynamics convention.

3.2.1 Stokes’ Power Formulation as Mechanical Conservation
of Energy in a Continuum: Eulerian Description

We derive the conservation law of mechanical energy, referred to as Stokes” power
formula, starting with the following equation of motion in an Eulerian framework:

pd—:(x,t) =p (g—: +v-gradv) =divel(x,t) 4+ pb(x,1). (3.16)

In an isolated or closed system the above conservation law of linear momentum is
satisfied under mass conservation.
The work per unit volume d Q2 C 2 due to the body force b at a position x € Q

can be written as
Nuclear energy
(fission/fusion)

photochemical

Thermal |¢_Sombussion Chemlcal "eac"m Optical
energy m energy ) __—— > | energy

reaction luminescence

Mechamcal "‘°t°r Electnc
energy genera tor ene rgy

Fig. 3.1 Several forms of energy and their mutual conversion
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d
/ pb-dx:/pb-—xdt:/pb-vdt,
xedQ t dt t

while the work per unit area d(9€2) C 92 due to the traction ¢ € 2 at a position
x € Q can be written as

/ t~dx:/t-d—xdt:/t-vdt.
xed(3Q) . dt t

Then the total work W given for the body 2 with a surface 9<2 is denoted as

W:/Q(/tpb-vdt) dv—l—/m(/tt-vdt) ds
=/t(/9pb-vdv+/mt-vds) di.

The power input to the body is given by

d
—W= t-vds—i—/pb-vdv. (3.17)
dt a0 Q

Let us construct an inner product with a velocity v(x, ¢) in the equation of motion
(3.16), and recall that (using the symmetry of o)

1
p%-v:p% (Ev-v), (dive)-v =div(ov) —o : D,

and integrate this to obtain

d (1
/p—(—v'v)(x,t)dv:/ t-vds—}-/pb-vdv—/a:de (3.18)
o dr\2 92 Q Q

where 0 : D = tr(¢” D), and D = (F F~"),, = (gradv),, is the stretch tensor
defined by (2.70). We applied the divergence theorem to the first term of the r.h.s. of
(3.18) under the condition 6v-n = v-o’n = v-t. Equation 3.18 is known as
Stokes’ power formula in an Eulerian frame.

We define the kinetic energy by

IC:/p/cdv; K= —=v-y (3.19)
Q
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where «(x, t) is the kinetic energy per unit mass (i.e., specific kinetic energy). The
rate of the internal mechanical energy (or internal work) dU,, /dt due to stress,' and
the rate of its specific value du, (x,¢)/dt are defined by

dU, dug
= t 2
7 /Qp 7 (x,t)dv, (3.20)
dug
'Odt (x.t) =0 :D =pe*: D (3.21)
dug o(x,1)

=

(x,0)=0%:D, o(x,1)= (3.22)

dt

where o*(x, 1) is the Kirchhoff energy stress (i.e., Cauchy stress per unit mass). It is
noted that in deriving (3.20) we have used the following mass conservation law:

d
d—‘; + pdivy = 0. (3.23)

We recognize that di, consists of an elastic part dU¢ (i.e., a mechanically
reversible part) and an inelastic part dU{, (i.e., a mechanically irreversible part),
and the rate of its specific value du, (x, 1) also consists of du’ (x, 1) and du! (x,1)%

du, dus  du
=—< 4

.24
di di dr’ (3:24)
du’ du du! du
o — [ [ — [ 2
7 /Q'Odt (x,t)dv, o /Q'Odt (x,t)dv, (3.25)
du, du® du
= + . (3.26)

dt — dt dt

In the above, U, is known as the strain energy, and u{(x,f) and uf,(x,t) are

its specific values referred to the deformed body. Note that the mechanically

irreversible part of the internal energy dU! /d1 is eventually transformed into heat.
With the above definitions, Stokes’ power formula (3.18) can be written as

d€, dK dU, _dW

il 0 -7 3.27
dt dt + dt dt ( )

I'The rate of the internal mechanical energy di4, /dt due to stress is frequently referred to as the
rate of internal work and is written as d W, /dt. The rate of its specific value du,(x,t)/dt is
similarly written as dw, (x.1)/dt.

2Since the stretch tensor D may be decomposed into a reversible (i.e., elastic) part D¢ and an
irreversible (i.e., inelastic) part D’ (D = D¢+ D), (3.26) is valid. However this decomposition is
not unique. We do not discuss the details here (see Raniecki and Nguyen 2005).
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where & (= K + Uy) is the total mechanical energy in the absence of thermal and
chemical effects. Note that (3.27) is equivalent to the equation of motion (2.104).
We can write (3.27) in an incremental form:

dé; =dK +dU, =dW. (3.28)

Stokes’ power formula expresses the relationship that the rate of ‘total mechan-
ical energy’ is equal to the rate of kinetic energy plus strain energy (i.e., elastic
and inelastic energies), which is equal to the ‘power input’ in the absence of a
heat supply; we understand here that the change of energy d&, is equivalent to
the corresponding energy flux (in the above case, the power input d WV).

It is important to characterize the physical law in (3.18): i.e., the mechanical
energy must be transferred smoothly. Then if we formulate a constitutive law, a
condition is required for the constitutive equation such as positive definiteness

oc:D>0 (3.29)
for a given set of state variables.
Note 3.1 (The small strain theory). Under the assumption of small strains we have
o:D=0:¢ or ai:Dzoi:é,
then (3.20) is given by

du":ai~D:gi-d€

i _ 1.
7 : vy = du, =0%:de. (3.30)

It is understood that under the small strain state the variable of u, is & and du, is
composed of the increments of the extensive variable & and the intensive variable o'+
(see Appendix D for the definition of the extensive and intensive variables).

The rate of strain de is decomposed into the elastic part d&¢ and the inelastic
part de':

de =de® + dé', (3.31)

dus = du’ +du’, du’ =o*:de, dui =o*:de'. (3.32)

Using (3.32), we can calculate o+ as a differential of u, with respect to €°. Details
are found in Sect. 3.4. |
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3.2.2 Generalized Strain Measure and its Conjugate Stress
in a Continuum &

As shown in the small strain theory (3.30), the increment of internal energy du,
is formed as a pair of stress ¢* and strain increments de. This fundamental
requirement allows us to introduce a Legendre transformation to construct the
energy « under the inner product of the ‘duality pair’ of stress o+ and strain & (cf.
Sect. 3.4.1). Here we consider the duality pair of the general strain measure and its
energy-conjugate stress for the case of a finite strain field following Raniecki and
Nguyen (2005) (cf. Note 2.4, p. 21).

As shown in (2.46) the deformation gradient is decomposed by a polar decom-
positionas F = RU = VR. Since U is positive definite, the characteristic form is
given by

U=> LN, ®N,.

The Lagrangian strain measure E (n) is introduced by using A;, N; as
E (n) Z(Mzn_lN ®N (3.33)
n)= s — i i .
- 2n

Note that Green’s strain corresponds to the case E (1) as mentioned previously
(E = E(1)). ,

From (3.20) we have p du, /dt = o : D, and substituting D = F~T E F~! from
(2.71), we obtain 3

du . . T .
C=0:FTEF'=F'eF T E=—"E
Par =° 7 J

where we have used the definition of the second Piola-Kirchhoff stress T =
JF~'o F~T (cf. (2.112)). Recalling that J = py/p, we obtain

du . o
—¢t:D =T E, ct==, Tt== (3.34)
dt P Po
30=(r,-je[ R ey, E =EH E; ® E;. From (2.39) we obtain
F_TEF_1=8ﬁE[‘/8)(—jE[®Bj, F_IG'F_T=aﬁO'[ja)(—JE[®E‘/
axi 3)(] 3)([ ax/'

The inner product of second order tensors A, B is given by A : B =tr (A7 B); thus (3.34) can be
proved.
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It is understood that the density function of the second Piola-Kirchhoff stress T+ =
TIIJE 1 ® E; is the ‘energy-conjugate’ or ‘dual’ stress to E under the definition of
the increment of internal energy du, = o%:D. Note that the r.h.s. term of (3.34);,
T%:E, is denoted by a Lagrangian description (cf. Sect. 2.7).

The result (3.34) can be extended by introducing the rate of the generalized
Lagrangian strain measure E (n):

duy
dt

=ot:D=T*n): En) (3.35)

where T¥(n) is the generalized Lagrangian stress which is energy-conjugate
to E (n).

For the case of the generalized Eulerian strain measure e(n) the procedure
adopted is more complicated. Detailed discussions are not given, only the results.
If the generalized Eulerian strain measure is given by ¢ = R & R” as (2.63), the

]
corotational rate given by @* is read as Dre/Dt = e, and the energy-conjugate
corotational Euler stress is calculated as 1% = RT*RT:

duy o
d”t —ot:D =1 ¢ (3.36)

Furthermore, if the material body is isotropic, (3.36) is satisfied for any corotational
rate D pe/D¢ under the arbitrary spin = Q QT; then we can define the internal
energy rate for the material derivative ¢ and the same corotational Eulerian stress as
follows:

dug _ gy D0 _ 1kt ¢ (3.37)

dt Dt
For the deformed body (i.e., Eulerian description) we can introduce a Legendre
transformation; it should be noted that material isotropy is imposed. In the analysis
of finite strain problems the updated Lagrangian equilibrium equation, which is a
form of an Eulerian description (cf. Sect.2.6.2) is usually used, meaning that the
body is required to be isotropic.

3.2.3 Stokes’ Power Formula in a Continuum: Lagrangian
Description &

Recalling Nanson’s relation nds = J F~T N dS given by (2.86) and the relation
po = pJ, we have the following Lagrangian description of power:

dw

— = pob-v(X,t)dV+/ 2 v(X,t)dS (3.38)

Qo 920
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where t° = TI”N as defined by (2.109), and I = J F !¢ is the first Piola-Kirchhoff
stress. Using (3.35), the Lagrangian form of Stokes’ power formula is obtained as
follows:

d (1 .
/po_(_v.v)(X,t)dV:/ pob'vdV—i-/ to.vdS—/ poTH: EdV.
Qo dr \2 Qo 020 Qo

(3.39)

3.2.4 First Law of Thermodynamics in a Thermo-mechanical
Continuum: Conservation of Mechanical and Thermal
Energies

In addition to the mechanical field we can also consider a thermal energy field
with a heat supply Q. If heat is supplied at a rate dQ/dt, the rate of reversible
internal energy di{/dt consists of both the mechanical and heat contributions, and
the conservation of energy law can be written as

d¢ dKk du dwW = dQ
=, _" .= 4
o @ a ar (5-40)
or alternatively

dé =dK+dU =dW + dQ. (3.41)

This gives the First Law of Thermodynamics indicating that there is conservation
of mechanical and thermal energies. It should be noted that the rate of heat supply
dQ/dt is the flux of thermal energy.

Stokes’ power formula (3.27), which was derived from the equation of motion,

is also satisfied as
d&, . dK  du, _ aw

= = —. 3.42
TR TR TR (042
By subtracting (3.42) from (3.40) we obtain the following:
dau  du, d
o _ dy | 49 (3.43)

- ar Tar

which we refer to as the dissipative energy law.

As shown in (3.24), the increment of the internal mechanical energy dif, of
(3.43) can be divided into the mechanically reversible part di/{ and the mechan-
ically irreversible part dU., ie., dU, = dU¢+ dU:. Therefore, by substituting
(3.24) into (3.43), we obtain the following incremental form:

dU — dU¢ = dU’ + dQ. (3.44)
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The Lh.s. of (3.44) gives a term for the change of the internal energy due to heat,
which is denoted as d;:
dUy = dU — dU;, (3.45)

since the change of mechanically reversible energy di/{ is subtracted from the
change in the total reversible internal energy di/ (note that dU/ involves both
mechanical and heat effects). From (3.44) and (3.45), the dissipative energy law
(3.43) is written as

dU, = dUu: + do. (3.46)

We can clearly understand the physical implication of (3.46): The change of internal
heat energy di, consists of two parts; i.e., the change of irreversible internal
mechanical energy dU! and the heat supply dQ due to an energy flux.

If chemical and electromagnetic energies are supplied to the body, the conser-
vation of energy law and the dissipative energy law are of the same form but
require additional energy fluxes in the r.h.s. terms of (3.40) and (3.43) to account
for chemical and electromagnetic phenomena.

3.2.5 First Law of Thermodynamics in a Thermo-mechanical
Continuum: Eulerian Description

If the internal energy U is sufficiently smooth, there exists a corresponding density
function u such that

Z/l=/,ou(x,t)dv (3.47)
Q
The heat flux dQ/dt is written as
d
_Q:_/ q-nds—i—/prdv (3.48)
dt a0 Q

where ¢ is the heat flux per unit area flowing outward from the surface (as a
convention of thermodynamics, ¢ is plus-signed for an out-flux) and r is the heat
source generated in a unit mass. Thus the First Law of Thermodynamics can be
written as

d 1
—/ (—pv-v+pu) dv:/ t-vds—i—/pb-vdv—/ q-nds—i—/prdv.
dt Jo \2 Pl Q Flo) Q

(3.49)
Applying the divergence theorem to the third term of the r.h.s. and using Stokes’
power formula (3.18), we obtain the following local Eulerian form of the dissipative
energy equation:

du i . d”a .
pzzpo :D—d1vq+pr=,od—t—dlvq+,or, (3.50)

and (3.50) gives the local form of (3.43).
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3.2.6 First Law of Thermodynamics in a Thermo-mechanical
Continuum: Lagrangian Description &

From (3.47), the internal energy in Eulerian and Lagrangian descriptions is

L{:/pu(x,t)dv:/ pou(X,t)dV. (3.51)
Q

Qo

The heat flux dQ/dt in the Lagrangian description is written by substituting
Nanson’s relation n ds = J F~T N dS into (3.48); i.e.

d
_Q:_/ qO-NdS+/ pordV, ¢"=JF 4. (3.52)
dt 90 0

The external power in the Lagrangian description is given by (3.38). Then the First
Law of Thermodynamics in the Lagrangian description is written as

d 1
—/ (—p0v~v+pou) dV:/ t0~vdS+/ pob -vdV
dl Q 2 390 Qo

—/ qO-NdS+/ pordV. (3.53)
Q0 Qo

The divergence theorem is applied to the third term of the r.h.s. of this equation and
substitution of Stokes’ power formula gives the following Lagrangian form of the
First Law of Thermodynamics (local balance of energy):

d .
pod—l:(X,t) — 00T%: E —Divg’ + por (3.54)

where T+ = T /py is the second Piola-Kirchhoff stress per unit mass.

3.3 Second Law of Thermodynamics

In classical thermodynamics, the Second Law consists of two parts (see Kestin
1979). The first part defines the entropy for ‘reversible’ processes based on
Carathéodory’s theorem. The latter part concludes that entropy increases in all
‘irreversible’ processes. Recall that, as discussed in Sect.3.1, the terminologies
of the reversible and irreversible processes are used here in the sense of classical
thermodynamics; however, in this Section irreversible processes acquire a different
interpretation to that used in the classical sense. That is, we may be able to introduce
an apparent irreversible process for the case that considers a non-measurable energy,
which will be discussed in more detail in Sect. 3.3.2.
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First we need to show the existence of entropy based on the auxiliary conser-
vation of energy law (3.50). We will then indicate that irreversible processes, in
the sense of the present work, result in an observational problem with any non-
measurable data.

3.3.1 Thermal Energy and the Existence of Entropy: The First
Part of the Second Law of Thermodynamics

Recall from (3.26) that du, = du’ +du’ . Thus (3.50) can be written as

d du!
pa(u—uﬁ):p%—divq—i—pr (3.55)
The r.h.s. of (3.55) describes a heat supply including a heat source r and the heat
generated by the inelastic deformation du’ , while the Lh.s. shows the corresponding
rate of internal energy due to these sources, which is written as

du, d .
o= E(u —uy). (3.56)
The incremental form du, can be represented by a set of functions (7%, s*)
where T™* is an empirical temperature and s* is the corresponding entropy. Since
T* and s™* are not independent, we have either the form du, = T* ds™* or the form
duy=s*dT*. As to which form is preferable depends on how T* and s* are
defined physically.
Based on experience it is easier to introduce the temperature 7* first, and since
du, is known from the above discussions, the increment of entropy ds* can be
defined by

duy
ds* = T

It is easily observed that the above representation is not unique. * We can choose
the absolute temperature 7' instead of the empirical temperature 7%, and the

“Suppose that we have a function f such that s* = f(s*), and set
TV = T—*
df(s*)/ds*

This is equivalent to
T ds" = T*ds™*.

Thus the representation (3.57) is not unique.
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corresponding entropy increment is ds, giving

B duy

ds = —*. (3.57)

Here we should note that from (3.57) we cannot determine the absolute value of s,
which is specified by virtue of the Nernst Heat Theorem (i.e., the Third Law of
Thermodynamics):

s—0 as T — 0. (3.58)

Then (3.50) can be rewritten as

dug _pds _ At Gt (3.59)
_— = —_— = — div r. .
P TP T a4+

Another representation for d u, is based on the Boltzmann formula
s=kplnW (3.60)

where k5 is Boltzmann’s constant and W is the most probable configuration of the
system. If we first know the entropy from (3.60), we can introduce the temperature
increment d T by

. duy

dT (3.61)

s

This gives another interpretation of thermodynamics. However we will not discuss
it further here.

3.3.2 Entropy Inequality: Second Part of the Second Law
of Thermodynamics

The classical notation of thermodynamical equilibrium has no role in the proposed
framework since all the phenomena are treated as non-equilibrium dynamical
processes.

In classical thermodynamics it is important to distinguish whether a process is
reversible or irreversible, since the entropy inequality is established for irreversible
processes (the second part of the Second Law of Thermodynamics). In Sect. 3.1.1,
the classical theory was formulated within the framework of thermodynamic
potentials and the total internal energy is conservative but converted from one form
to another. In the classical theory this conversion process is defined as an irreversible
process.
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The definition of either reversible or irreversible processes is not meaningful in
the present framework; since the theory is also built on thermodynamic potentials,
the energy is fundamentally conservative, and in the irreversible process there
are some energy components that are undetected by the measuring device. It
should be noted that the material body treated here may not be homogeneous and
experiences dynamic processes, and thus we have to consider that heat, which flows
out/in from the boundary during the ‘reversible process’. In this interpretation the
entropy inequality is not considered as a universal law, but as a working hypothesis
when examining phenomena in a given thermodynamic system where some non-
measurable energy components exist. Furthermore, following the original concept
of Clausius (see Yamamoto 1987, p. 390), it is concluded that the second part of the
Second Law of Thermodynamics gives a condition of positive definiteness of the
heat flux term.

The preceding discussion is applicable to all chemical processes. Note that a
chemical process consists of a combination of reaction and diffusion of mass and
heat; the chemical reaction is caused by a change of electron orbits, which is
of course a conservation of energy process. In the diffusion process, masses and
energies are transferred to alternative positions and/or some energy is converted
into another form.

3.3.2.1 Inequality for a Non-measurable Energy

The question arises as to whether or not irreversible processes exist in the framework
proposed. The answer is affirmative for real systems. Every measuring system
involves certain errors; even if the measuring system is perfect, it uses a certain
amount of energy in the measurement process itself. For example, consider a viscous
fluid which is flowing in a channel. It is difficult to measure the temperature
distribution at all positions in the fluid, since an inherent energy conversion process
occurs from a mechanical form to heat due to viscous dissipation in the fluid
(cf. Sect. 3.4.4). Thus a certain amount of heat energy can be omitted even though
it exists in the fluid. This results in an apparent irreversible process, which can be
accounted for in our framework.
We now examine an implication of (3.59). Let us first rewrite it as

rds _dte oot (3.62)
— —p—2 = —div r. .
Prhar TP gre

The problem is formulated as follows: the terms du', ¢, r and the temperature 7'
can be determined, whereas the unknown variable is the entropy increment ds. If
all the known variables are correctly measured and evaluated, the entropy can then
be correctly estimated, and the equation (3.62) is satisfied. However in an actual
mechano-thermal system, the measured data are not always perfect. For example,
the term du! /dt > 0 is usually disregarded in classical thermodynamics. If this
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term is not taken into account, the ‘measured’ entropy rate ds/dt¢ becomes larger
than the true value. Thus we have

p% > —%divq + p%. (3.63)
In fact, as mentioned in Sect. 3.1.3, the CIT theory introduces this entropy inequality
(3.63), which is known as the Clausius-Duhem inequality. A similar situation to that
described for the case of a viscous fluid occurs, for example, in heat engines, where
the energy loss due to friction between metals is difficult to quantify.

We can state that the entropy inequality (3.63) is applicable if measured data
are provided imperfectly. This is the physical background to the second part of
the Second Law of Thermodynamics, which is necessary for application to real
thermodynamical systems.

If (3.62) is satisfied, the inequality (3.63) simply implies

< > 0. (3.64)

In conclusion, if a component of energy is expected to be non-measurable in a
real system, the entropy inequality needs to be written in the following form:

ds 1 du 1 1
R L L, 3.65
di ~ T dar T Vet (3.65)

Here we assume that the inelastic energy du! /dt is partially measured.

If the inequality (3.65) is satisfied, the apparent irreversible process in the
mechano-thermal system could be caused by the fact that some of the energy is
released from the system, for example as electro-magnetic radiation, in a non-
measurable way. It is also noted that, in the pure mechano-thermal problem, only
equality has a sound physical implication; the entropy increasing inequality (3.65)
does not correspond to a universal law but suggests that there exist some non-
measurable energy components.

Note 3.2 (Classical theories of entropy inequalities). In the CIT theory of contin-
uum mechanics, the entropy inequality is given by (3.63) and thus can be satisfied
only if the term du’ /dt is disregarded.

In the RT theory, the entropy inequality is regarded as a fundamental and
universal principle. The entropy S of a part P C € is given and the entropy
inequality is satisfied:

ds q r
> _ L .nd —d 3.66
T /aans+/73pTv (3:60)

where ¢/ T is the entropy flux and r/ T is the entropy source in a thermodynamical
system. By using the entropy density, s, we obtain the following local form of the
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classical Clausius-Duhem inequality:

p% > _div (%) v p% (3.67)
(cf. Coleman 1964, p. 15; Leigh 1968, Sect.7.9). The inequality (3.67) is not
physically admissible in the defined mechano-thermal problem since the entropy
flow ¢/ T is introduced without consideration of the exact physical significance.

Since we have div(q/T) = [divg —q-grad (InT")]/ T and (3.62), the inequality
(3.67) is equivalent to

d i
o % —¢-grad(InT) > 0. (3.68)

The classical thermodynamics theory states that since the inequality (3.70) is
satisfied for all state variables including the temperature 7', it is equivalent to the
following two conditions:

d i
ﬁ >0 and —g¢q-grad(InT) > 0. (3.69)

If we introduce Fourier’s law for an isotropic material
q =—kgradT (3.70)

where k is the thermal conductivity, the inequality (3.69), gives k > 0.

However, the conditions given by (3.69) are necessary for (3.68) but not
sufficient. We should treat the condition (3.68) as a constraint for the governing
equations (3.16) and (3.50), though the classical process resulting in the entropy
inequality (3.68) involves some doubt in the context of a physical understanding of
entropy flux. |

Note 3.3 (On the theory of entropy production). Following the theory of entropy
production proposed by Prigogine (1967) (cf. Sect. D.4.4), we have the Second Law
of Thermodynamics in the form

ds = ds® +ds', ds' > 0. (3.71)

This is known as the theory of entropy production. The essential discussion of this
procedure is that (3.71) is derived locally since the second part of the Second Law
of Thermodynamics is not a universal law but a working hypothesis concerned with
the observation of the thermal field.
From (3.56) and (3.57) we have
du dug duy du Tds

i — 72
dt dt dt dt dt (3.72)



96 3 Non-equilibrium Thermodynamics

because in the theory of entropy production the change of internal energy d u should
be dependent on ds¢. Substituting (3.71); and (3.72) into the inequality (3.71),, and
substituting the auxiliary conservation of energy equation (3.50) into it, we obtain
the following Clausius-Duhem inequality

ds 1 dul 1 r
DS 28 givg+ L. 3.73
i -T at prNItT 3.73)

This is the Second Law of Thermodynamics (for a continuum) following the theory
of entropy production.

It is noted that (3.73) is equal to (3.65), which implies that the entropy production
ds' is caused by a non-measurable part of energy. Until now, no physical interpreta-
tion of entropy production has been given, but using the present framework makes
it clear. This is the rationale for the development of this particular approach. |

3.3.2.2 Positive Definiteness of the Heat Flux

The original proposal of Clausius for the Second Law of Thermodynamics was to
formulate the fact that heat flows from a position of higher temperature to a lower
one (Yamamoto 1987). In this sequence it is natural to introduce the condition of
positive definiteness for the heat flux as the second part of the Second Law of
Thermodynamics.

Let Q@ C R” be a material body with a boundary 27 having the temperature T
and a boundary d€2, having the flux § (R" is the n dimensional real number space).
LetV = {T €EHN Q) T = T on BQT} and V) = {ne HJ(2);n=00n BQT}
where H;(S2) and H_ (2) are the Sobolev subspaces of the Hilbert space L (£2).
The weak form of (3.62) for the temperature 7 is given by

ds du
T———2— d dnd
Llo(r% -G = )| ave [ anes

—/ q-gradndv = 0; Vn e HOI(Q). (3.74)
Q

We can then introduce the following positive definite condition for the heat flux ¢,
which indicates that heat is flowing from the higher temperature location to the
lower in the body 2:

—/q-gradevZO (3.75)
Q

for all temperatures 7' satisfying the boundary condition T = T on 087, their
derivatives d7'/dx;,--- and internal parameters &;, which designate the history of
temperature and/or stress. If we introduce Fourier’s law ¢ = —k grad T for an
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isotropic material (where k is the thermal conductivity), the condition (3.75) implies
k > 0. (3.76)

Note 3.4 (On the constitutive relation and the Second Law of Thermodynamics).
The Second Law of Thermodynamics essentially gives a relationship between the
heat flux ¢ that is externally supplied and the induced temperature field. Some
scientists have stated that constitutive relations that depend on fields other than the
temperature can also be derived by the Second Law; however, as shown above, the
Second Law does not consider fields other than the heat flux and temperature. All
the constitutive relations can be derived from the First Law of Thermodynamics,
internal energy and thermodynamic potentials induced by Legendre transformations
(see Sect. 3.4). |

3.3.3 Second Law of Thermodynamics in a Thermo-
mechanical Continuum: Lagrangian Description &

As we did for the case of the First Law of Thermodynamics we can obtain the
Second Law of Thermodynamics (Clausius-Duhem inequality) in a Lagrangian
description. The entropy density in a Lagrangian description can be written as

S:/ps(x,t)dv:/ poS(X,t)dV (3.77)
Q Qo
By using this, (3.65) is converted to a Lagrangian description:

ds 1 1
d—t(X,t)zTdu;(El,t)—pO—TDiqu—i—%, " =JF ¢ (378

The term dufT(E'i 1) = TF: E' must be discussed in detail; however it is a topic
that is best discussed in the context of a theory of finite strain plasticity (see, e.g.,
Lubarda 2000, 2004; Selvadurai and Yu 2006).

3.4 Thermodynamic Functions

The internal energy is transformed into several energy forms (i.e., thermodynamical
potential functions) through the Legendre transformation. Here we introduce the
Legendre transformation and consider the various energy forms. In this Chapter it
is understood that the entropy inequality is not a physical law and the conservation
of energy law is fundamental; therefore we do not divide the entropy increment as
ds = ds®+ds' but simply we set ds = ds°.
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3.4.1 Legendre Transformation and Convex Functions

Let us consider two smooth, differentiable functions® ¢ (x) and v (y). If they are
related by

d¢ oy
=, = 3.79
Y= x 3y (3.79)
they are said to be conjugate. Obviously the above relation is equivalent to
x y
s = [Tyeaxs )= [Txay (3.50)
0 0
Then ¢ (x) and ¥ (y) are related by the following Legendre transformation:
p(x)=x-y—-v(), VYO =x-y—¢x). (3.81)
A function ¢ (x) is convex if, for any x| and x,, we have
P((1 = 2)x1 + Axz) = (1 =P (x1) + A (x2) (3.82)
where A € [0, 1] is an arbitrary real number (Fig. 3.2).
A directional derivative of ¢ at x in the direction (y —x) is defined by
.1 0
lim —[¢(x +A(y —x)) —p(x)] = —— - (y — x) (3.83)
A—0 A x

where y is an arbitrary vector. This is also referred to as the Gateaux differential.

(1-0)00) + A (x) )

H((1-2)x,+ Axs)

Fig. 3.2 Convex functional (1-2)x,+Axs

STf the domain of a function is (a subset of) one dimensional real number space R, it is said to be a
‘functional’. The potential functions, such as the internal energy, are a typical functional.
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The inequality (3.82) is changed into
1
P(x2) —p(xr) = - [6((1 = Vxy + Ax2) — p(x1)].
Then we take the limit A — 0, and substitute the definition (3.83) to obtain

$(x2) — d(x) > f—‘i’-(xz—xl). (3.84)
X1

Commuting x; and x; in (3.84), we have

ad
d(x1) —p(x2) = a_¢ (X1 —x2). (3.85)
X2
Summing (3.84) and (3.85) yields
(3_¢ _ 3_¢) S(x2—x1) > 0. (3.86)
8x2 axl

This property of the gradient d¢/dx is known as monotonicity.

If a function ¢ is sufficiently smooth, the convexity of ¢ is equivalent to the
monotonicity of d¢p/dx, as observed above.

If a function ¢ (x) is convex, the conjugate function ¥ (y) = y - x —¢(x) is also
convex. The proof is left up to the reader.

3.4.2 Thermodynamic Functions in a Thermo-mechanical
Field: Solids with Small Strain

As described in Sect.3.2, the change of internal energy du(e®,s) under the
assumption of a small strain theory is given by

du(e,s) =o*:de® + T ds, (3.87)
du du

t_ 7= 3.88

de¢’ ds (3.89)

where o is the normalized measure of Cauchy stress defined by (3.22) and s is the
entropy density exchangeable to the surroundings as mentioned in Sect. 3.2.5.

Note 3.5 (Paffian and existence of potential function). The differential form

F.dx =) F,dx, (3.89)

a=1
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which is given, e.g., as the terms of the r.h.s. of (3.87), is often referred to as the
Paffian. The condition that the Paffian is written as an exact differential, that is,
there exists a scalar function ¢ such that

do = 9 dXq,

T dx,

is referred to as the integrability condition. The integrability is sometimes referred to
as the Born-Caratheodory theorem (see Kestin 1979). The necessary and sufficient
condition of the integrability of the Paffian is given by

F. OF
VAF=0 = Xe_0 o (90
ox,  Oxg

For proof, Stokes’ theorem is used. Note that in Sect. 9.10 and Chap. 10 of Kestin
(1979) we find detailed descriptions concerning the Born-Caratheodory theorem
based on conventional thermodynamics.

If the integrability (3.90) is applied for the case of internal energy u(e®,s),

we have
det T 0%u 0%u
_ : _— =
ds de¢ ds de¢  0e¢ Os
since from (3.88) 0¥ = du/de®, T = du/ds. Thus we understand that if u(e®, s) is
sufficiently smooth (i.e., twice differentiable), (3.91); is clearly satisfied.
Mathematically the Paffian is a 1-form in exterior algebra. The theory of exterior
algebra and differential geometry are fundamental tools of modern physics (see,
e.g., Hassani 1999; Frankel 2004). [ |

(3.91)

Note 3.6 (Notation of pressure and volume change for fluid and thermodynamic
functions). Most textbooks on thermodynamics (de Groot and Mazur 1962; Kestin
1979; Kondepudi and Prigogine 1998) contain treatments of the perfect gas,
therefore we have 0 = —pi (p is pressure and compression is positive). Let
p¥ = p/p, then (3.87) can be written as

i) 9
du(f,s) = —ptdv + Tds, pt= —3” . T = a—” (3.92)
Ve s

where dv¢ = d &}, is the change of elastic volumetric strain.
The increment of internal energy du, for, e.g., a Newtonian fluid, given by
(2.226) is constructed by

duy =0*:Ddt =[-p*tD + A(wD)* +2uD : D] dt (3.93)

It is not possible to directly have a constitutive law from this relation such as ¢+ =
duy /9(+), i.e., no exact differential form exists. If the second and third terms of the
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r.h.s. of (3.93) are ignored, i.e., fluid is assumed to be inviscid, (3.93) is reduced to
(3.92) and we can consider the potential form. That is, the second and third terms
correspond to the internal mechanism of dissipation for the exchange of energies
(i.e., kinetic or stress energies) into heat energy. Details are given in Sect.3.4.4. W

If the extensive variables are increased k-times, the internal energy u also increases
k-times. That is, the internal energy u(&¢, s) is a homogeneous function of order one
(cf. Note 3.8, p. 108) of the extensive variables:

u(ke®, ks) = ku(e®,s) (3.94)

Let us introduce Taylor’s series expansion after setting k = 1+¢€ (¢ < 1) in this
equation to obtain

0
u((1+e)e’, (1+6)S)=M+6( - :ee+a—Zs)=u+e(ai:ee+Ts)
ee

where (3.87) is used. However, since u(e°, s) is a homogeneous function of order
one, we have
u((1+e)e, (1+e€)s) =+ eu=u+eu. (3.96)
Comparing the terms of the r.h.s. of (3.95) and (3.96) yields
u(e,s) =ot: e+ Ts. (3.97)

This is referred to as Euler’s equation. Differentiating this and substituting (3.87);
we obtain the Gibbs-Duhem relation as

e :dot+5dT =0. (3.98)

This relation indicates that the conjugate variables (¢¢,s) and (0%, T) are not
independent of each other.

Note 3.7 (Euler’s equation and the Gibbs-Duhem relation). If the r.h.s. of (3.97) is
differentiated in a straightforward way, we have

dot: e +e&°:de* +sdT + T ds.

Thus the Gibbs-Duhem relation gives the condition that the variables of internal
energy u are (¢, s), and the differential is given by (3.87):

du(e,s) =o*:de® + T ds. (3.99)

Recall that the existence of the energy potential u is proved by the integrability
condition (cf. Note 3.5). |
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The Helmholtz free energy f (&€, T) is defined by
f(&,T)=u(e®,s)—Ts (3.100)

with its variables (¢, T'). Here, because of the convention in thermodynamics, the
negative sign of the Legendre transformation is used. Alternatively, the Helmholtz
free energy is interpreted as the energy obtained by subtracting the effect of
temperature from the internal energy u. Thus from the definition of the Helmholtz
free energy (3.100) we have

f f

df =du—d(Ts) =0%:de*—sdT, ot=_"1, s=—=_. (3.10D)
oe® oT
The enthalpy h(a*, s) is defined by
h(o*,s) = u(e®,s)—ot:e° (3.102)

with its variables (o%,s). The enthalpy is interpreted as the energy obtained by
subtracting the effect of mechanical work from the internal energy u. Thus from
the definition of the enthalpy (3.102) we have

oh oh
dh=du—d(c*:e)=Tds—e‘:do*, e =——, T=—. (3.103)
dot s

The Gibbs free energy or Gibbs energy g(o*, T) is defined by
g0, T) = h(o*,5)—Ts = f(e.T)—o%: e =u(e,s)—o*: e—Ts (3.104)
with its variables (0%, T'). The Gibbs free energy is interpreted as the energy

obtained by subtracting the thermal and mechanical effects from the internal
energy u. Thus from the definition of the Gibbs free energy (3.104) we have

ag g

= —_ i:e— T :—e: i— T e:—— = —_——,
dg =du—d(o*:e°)—d(Ts) e :do*—sdT, e aai’s 3T
(3.105)

Example 3.1 (Elastic material under small strain condition). Under small strain
theory the variables of internal energy u in the course of ‘mechanical and thermal
fields’ are the strain ¢ and the entropy s which are extensive variables; thus the
increment of internal energy density du(e€, s) can be written as

du(e,s) =o*:de® + T ds, (3.106)
du du

I — T = — 107

7T dee ds (3.107)

where ds is the change of entropy exchangeable with its surroundings.
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As understood from (3.107), the internal energy density u of an elastic material
is a function of the strain &€ if no temperature change is involved. In this case u(&¢)
is the strain energy, and we have

e

u(ee)=/ 0¥ :de* & du=oct:de. (3.108)
0

Let us introduce the Legendre transformation for u(&¢) such that
w(o?) = ot : e —u(e®)
then we obtain the following complementary energy density:
ot
w(o¥) = /0 e(oh):det & dw=¢°:dot (3.109)
These functions are schematically shown in Fig.3.3. It is easy to see that (3.108)

and (3.109) are equivalent to

ot = O o= (3.110)
T e’ T ot ’

The material is said to be elastic if

9%u
of = Ak err. A = S (3.111)
ij 2%kl
92w
& = Byuoj. By =—r (3.112)
/ do+ dot
ij 90k

where the elastic tensor A is the inverse of the compliance tensor B (Bjjx; = A;}{ I
Ayjki = Bi})). Then we have

1 P
u= EAijkl 82821, w = EBijkl Uijgkl'

Fig. 3.3 Strain energy and
complimentary energy



104 3 Non-equilibrium Thermodynamics

Since the differentiation of (3.111) and (3.112) is commutative, the elastic tensor 4
and compliance tensor B show symmetry:

Aijrr = Apij s Bijk1 = By .
For an isotropic linear elastic material we have
Ajjkit = A8ij 8k + 11(8ik 81 + 8i18 k) (3.113)
where A, p are Lame’s constants (see Note 2.7, p. 51; this form is obtained by

setting 4 = v in ij «)- The strain energy density « and the complimentary energy
density w are

()Ls” 6, + 2uelse ) w= = ( olol — (3.114)

2 E E” %ii

where E and v are Young’s modulus and Poisson’s ratio, respectively, and are
related to the Lame constants y (=G, the shear modulus) and A as follows:

—¢=_F A= vE m 3115
S T (S (=T R

Example 3.2 (Heat conduction problem, Fourier’s law and heat capacity). The dis-
sipative energy equation (3.50) defines the governing equation of heat conduction.
If force effects are not accounted for, we can ignore the first term of the r.h.s. of
(3.50) to obtain

dT
Cvﬁ =divk gradT + pr. (3.116)

Here, we employ Fourier’s law which relates the temperature gradient to the heat
flux. It should be noted that the temperature plays a role of potential, and C, is the
heat capacity under constant volume, calculated as follows:

ds Jdu

© =P,

(3.117)

(because u is the function of §).° The result (3.116) is the classical heat conduction
equation, which is a partial differential equation of the parabolic-type.

Another heat capacity, i.e., the heat capacity under constant pressure Cp, can be
defined, which is calculated by using enthalpy /, as

oh

1
o |, (3.118)

Cp=pror

oAl - .
In thermodynamics i implies differentiation of A with respect to x under @, b constant.
X lab
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If the relationship giving the rate of internal energy pdu = —p dv¢+p T ds (cf.
(3.92)) is applied, we obtain the relationship of both capacities. Suppose the heat
supply is dQ, then we have

ds du du
du=dQ—pdV =——| dT —| drV°. 3.119
pdu=do=pdV =550l +p3v"‘r ' 119
This implies that
ds du du
dQ=——| dT dv° 3.120
= T s, +(p+pave T) ’ (3.120)

Since the change of internal energy is equal to the heat supply under constant
volume, we have

do ds du
C,=—| =—=—| . 3.121
dT|,. 0T 9s|,. ¢ )
On the other hand, under constant pressure (3.120) is given as
do ds du ou e
= | === — . 3.122
rTar|, aTasvng(erpaveT)an (3.122)
Thus the relationship between both capacities is of the form
ou ds du
C,—C, = — ] - 3.123
P (p+'08vf T) paTasp ( )

This result suggests that C,, is always greater than C,, and a part of the adsorbed
heat under constant pressure results in volume expansion. |

3.4.3 Thermodynamic Functions in a Thermo-mechanical
Field: A Finitely Strained Solid &

Problems in solid mechanics mostly employ a Lagrangian description. Here we
rewrite the thermodynamic functions treated in the previous Subsection in a
Lagrangian description.

As understood by (3.77), the change of internal energy du(E*¢, S) is

Ju ou
E¢s)=T . dE*+T Ti=— T=— 124
du(E®,s) + Tds, SEe %S (3.124)

where T¥ = T /py is the second Piola-Kirchhoff stress per unit mass defined by
(3.34), and T is a temperature corresponding to the Lagrange entropy S.
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Euler’s equation and the Gibbs-Duhem relation are given as follows:

w(E¢,s) =T*: E¢ +Ts, (3.125)
E®:dT* +sdT=0. (3.126)

The Helmholtz free energy f(E€,T) is defined by
SECT)=u(E°,s)—Ts (3.127)

with its variables (£¢, T) where E*¢ is the Green’s strain. Thus from the definition
of the above Helmholtz free energy we have

df =du—d(Ts)=T*:dE®—sdT, TH = ;Tf s = —g—f;. (3.128)
The enthalpy 2 (T*, s) is defined by
h(T* s) =u(E¢,s)—T*: E¢ (3.129)
with its variables (T'#, s). Thus from the above equation we have
dh=du—d(T*: E®) = —E°:dT*+Tds, E°= —%, T= %
(3.130)

The Gibbs free energy g(T*, T) is defined by

g(TH*T) =T+ s)—Ts= f(E,T)—T*: E° = u(E®,s)—T*: E°—Ts
(3.131)
with its variables (T#, T). Thus the above definition of Gibbs free energy gives

dg =du—d(T*: E)—d(Ts)=—E°:dT*—sdT,

Ee—-28 - %

—% s=-L. (3.132)

As described in Sect. 3.2.2 the procedure becomes complicated for the case of a
generalized Eulerian strain measure e (7). Only an isotropic material body can form
the rate of internal energy du, (e, s) together with the rate ¢° of the generalized
Eulerian strain measure ¢¢ = R &¢ R” and its energy-conjugate corotational Euler
stress 155 = RT*RT (see (3.37)). That is, for the isotropic body we have

9 9
o M o O (3.133)

du(e®,s) =t 1 de + T ds, = —,
de¢ ds
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Euler’s equation and the Gibbs-Duhem relation are given as follows:
u(ef,s) = tEr et 4+ T, (3.134)

e dt¥t +5dT = 0. (3.135)

The Helmholtz free energy f(e¢,T), enthalpyh(¢t£*,s), Gibbs free energy
g(¢tF*, T) and their changes are given as follows:

f(e,T) =u(e,s)—Ts, (3.136)
df =du—d(Ts)=T*%:de¢ —sdT,
af of
=21 - _
TH=27 s T (3.137)
h(E* s) = u(ef,s) — t5% 1 e, (3.138)

dh =du—d(t5 :¢¥) = T ds — e : dt*?,

oh oh
e % % 1
¢ atEY’ as’ (3.139)

gB Ty = h(tB%s) —Ts = f(e,T)—tF e =u(e®,s) —tF% 1 e =T,

(3.140)
dg =du—dt" : ¢¢)—d(Ts) = —e° : dtF* —s5dT,
0g g
C= S g=-——2, 3.141
¢ ot ° oT ( )

Example 3.3 (Finite strain hyperelastic theory). The hyperelastic theory with
assumptions of small strain, as shown in Example 3.1 (p. 102), can be applied
to the hyperelastic material undergoing finite strain in a similar manner. In addition,
the temperature field is also included.

Let u(E€, ) be the internal energy. The enthalpy /(T *,s) is given by (3.129),
which is the negative-valued complementary strain energy. Using (3.124) and
(3.130) we have

du oh Jdu oh
T=gge B =g T=5% "% (3.142

The body is said to be hyperelastic if
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Tlf = AyxLE%,, (3.143)
Pu aTh  oT:
Ak = = =_fK_y 3.144
UKL = 5 Ef9ES, 9Bt _ OES, KLI ( )
Ej;, = Buki Ty, (3.145)
0%h oE¢ J0E¢
Bk = — = Y — KL — Bk (3.146)

0T 0Ty, T4 9T,

Substituting (3.144) into (3.143), we have

b
¥ aT
T, = 8E§<JL E;(L'

If we recall Euler’s theorem (Note 3.8), this shows that T is the homogeneous
function of order 1. |

Note 3.8 (Homogeneous function and Euler’s theorem). A function ¢ (x) is said to
be the homogeneous function of degree n if, for any scalar k, we have

Plkx) = k"p(x). (3.147)

If ¢(x) is the homogeneous function of order n, we have the following Euler’s
theorem:
¢

x-— =n¢o(x). (3.148)
ox

Proof. Differentiate (3.147) with respect to k to obtain
dp ¢ dkx) ¢

_ n—1
o " akn) 0k akx) YT KTe@

and set k = 1, which gives (3.148). [ |

3.4.4 Thermodynamic Functions in a Thermo-
mechanical Field: A Fluid

Let us consider a Newtonian fluid defined by (2.226):
ot =(—pt+AuD)i +2uD (3.149)

where p? is the normalized measure of pressure defined by (2.226), and A = A/p,
w* = p/p are the kinematic viscosities. Taking the inner product for (3.149) with
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respect to the stretch tensor D, we obtain
ot:D =—piuD +«t (D) +2u*D": D’ (3.150)

where D’ is the deviatoric part of D and k* = A% 42u%/3. Recall that from (2.98)

we have . p
divv=tup=-L_-_% (1nﬁ) (3.151)
p dt o
where py is the mass density of the undeformed reference state, which, in chemistry,
is commonly selected as the standard state (P® = 0.1MPa = lbar, T® = 25
°C = 298.15K). Substituting (3.151) into (3.150) gives

d
ot:D = pt—

= (ln ﬁ) + kb (D) + 244D’ D’

Po

Only the first term of the r.h.s. of this equation has an exact differential form. Thus
we can introduce the following:

. dp®
ot:D =gt D +ot: D = pt d”t + (D), (3.152)
=2 ®(D) = «* (tr D)> +2u*D" : D’ (3.153)
Po

Here p¢ gives an elastic strain and ®(D), referred to as the dissipation function,
represents an internal dissipation due to viscosity. It should be noted that in a fluid
only the volumetric change (i.e., the density change) forms the elastic deformation.
The dissipation function implies that the rate of change of the mechanical energy of
fluid into heat is molecular kinetic energy, and it corresponds to the part o% : D' of
the dissipative energy equation (3.50) or (3.294).

Based on the above discussions the change of internal energy for a compressible
fluid is introduced by

i_au T_Bu

du(p®.s) = p*dp® + T ds, pr= a_pf = (3.154)
Euler’s equation and the Gibbs-Duhem relation are given as

u(p®.s) = p*p¢ + T, (3.155)

p¢dpt +sdT = 0. (3.156)

The Helmholtz free energy f(o¢.T), enthalpy h(p*,s), Gibbs free energy
g(p*, T) and their changes are given as follows:
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f(pe7T) :M(pess)_Tss (3157)
3 3
df =du—d(Ts) = p*dp® —sdT, pt= f, s :——f, (3.158)
ap¢ aT
h(p*.s) = u(p,s) — p* p°, (3.159)
oh oh
dh = du—d(p*p) = T ds — p° dp*, of=—, T=—,
opt s

(3.160)

gp . T)=h(p*.s) =Ts= f(p°.T)— p*p* = u(p®.s) — p*p° — T's,

(3.161)

i e e i e ag ag
dg=du—d(p*p°)—d(T s)=—p°dp*—sdT, p :_ﬁ’ s:—a—T.
(3.162)

Note 3.9 (On compressibility of a fluid and an incompressible fluid). Let V be
an infinitesimal volume element of a fluid at the current state and V|, be the
corresponding volume at the reference state. From mass conservation we have

P V= Lo Vo (3163)

Using this and (3.151), tr D is written as

d 0 d Vv
p=-2(wl)=%(nl 164
" df(npo) dl(nVo) G169

As described in Appendix E.1, in classical thermodynamics the change of internal
energy due to pressure is treated as —P d(V/ Vp) (following the above notation for
the volume change).

Let V = Vo + AV, &, = AV/V,, and estimate In(V/ V;) by Taylor series:

Vv 1
In— =g —=()" +-. 3.165
= e 5 (3.165)
This suggests that if we estimate the change of internal energy as du = —p¥de, +

T ds under the volumetric strain ¢,, it is acceptable as a first-order approximation.
However, if we treat a compressible gas under high pressure, we need to include
second-order effects of (3.165).

The assumption of incompressibility is commonly employed for many cases
in fluid mechanics. However, as understood from the above discussions, it is
impossible to introduce the thermodynamic functions. In fact, the pressure of an
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incompressible fluid cannot be determined locally, and it is specified by the velocity
field globally. In this sense the incompressibility condition should be used under
careful consideration. |

3.5 Chemical Process and Thermodynamics

Suppose that we add » mole of the same species to a thermodynamic system. Since
all the molecules added must be in the same motion as the others, the following
amount of internal energy is added to the system:

dU, = udn. (3.166)

Here, dU, represents the change of internal energy due to the addition of mass
during the chemical process, and w is the chemical potential that provides a
resistance when one mole of substance is added to the system. Note that the
chemical potential u is an intensive variable and the amount of substance 7 is the
extensive variable. Here a molar mass description is used. In most of the textbooks
in chemistry and chemical physics, molar mass descriptions are employed; however,
in continuum mechanics we need to use a concentration-based notation. Note that
the chemical potential & corresponds to the Gibbs energy for concentration ¢ = 1
(shown later).

We discuss here the fundamental variables and thermodynamic functions due to
a chemical process in terms of continuum mechanics.

3.5.1 Thermodynamic Variables in a Thermo-
mechanochemical Field

We apply the concept of the representative elementary volume (REV) within a
volume AV for averaging variables, which will be discussed in Sect. 5.1. Suppose
that for a mixture solution with N -components of species, an amount of substance
of species « is given as n, mole. Then the volume molar fraction w, and the mass
density p, are defined as follows:

ne = 0o AV = L2 AV (1) (3.167)

o

where m,, is the molecular weight of the oth component. Suppose that the total
amount of substance in this mixture is #*, and the sum of the volume molar fraction
wg 18 w, then we have

N
=3 e 0= 0= ZV. (3.168)
=1
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Table 3.1 Field variables for a mixture

m= fo\/:lxama

Wy = put/ma = not/AV
= ijzl w, =n*/AV
W5 = Wg/p = Xqt

ot =Y, 0l =1/m
Xo = Wy /® = ny/n*

Pu = WeMy = NgMy/AV

N
p= Za:l Po
Ca = Pa/p
[

Amount of substance of species o [mol]

Total amount of substance in the system [mol]

Molecular weight of species « [dalton]

Average molecular weight[dalton]

Volumetric molar concentration of species o [molar = mol/L3]
Volumetric molar concentration of system [molar = mol/L3]
Mass molar concentration of species o [molal = mol/M]
Mass molar concentration of system [molal = mol/M]
Molar fraction of species o

Mass density of species o [M/L3]

Averaged mass density of system [M/L3]

Mass concentration of species «

Chemical potential per unit mass of species « [J/M]

Units: L is the space length, T is the time, M is the mass, and J is the energy (e.g., joule)
The summation convention is not used for o (lot)

Let the total mass p be given by

(3.169)

N
p = Zpas
a=1

and the mass concentration (henceforth simply referred to as the concentration) is
defined by

e, =2 (3.170)
P
Since we have the relationship
N
=1 (3.171)
a=1

the concentration ¢, is not totally independent, in that one of them is dependent on
the other.
The molar fraction is defined by

Wy Ny

Xe(x) = — = —, (3.172)
1)
and the averaged molecular weight m is given by
N
m=>"muxe. (3.173)
a=1

The variables are shown in Table 3.1.
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Note 3.10 (Molar description, concentration, units and dimension). Letus consider
the relationship between the internal energy per unit mass u,, the chemical potential
per unit mass [, and the mass concentration c¢,. The dimension of duy/dt is
[J/(MT)], and this dimension is the same as that for u, dcy/dt (o). Since the
dimension of g is [J/M], ¢, is dimensionless. Therefore the concentration which
is conjugate to the chemical potential p, is simply the mass concentration c,,
and the change of internal energy due to a chemical process can be written as
d(uc)a = po deo (1) u

3.5.2 Thermodynamic Functions in a Thermo-
mechanochemical Field: A Small Strain Solid

Let the change of internal energy due to mass flow be du, = ), padcy (cf.
Note 3.10), then the change of total internal energy per unit mass is given by’

du(e®.s.co) =0 :de® + Tds + ) la dca. (3.174)
o
Jdu du Jdu
i — , T _ s = — 3.175
o aee 5o as oo /"LOK aCa ey ( )

As mentioned in Sect.3.4.2 the internal energy u(e®, s, c,) is a homogeneous
function of order one of the extensive variables, and Euler’s equation and the Gibbs-
Duhem relation are given as follows:

u=0" e+ Ts+ ) jacCa (3.176)
o

e dot +5dT + ) codpa =0. (3.177)

The Helmholtz free energy per unit mass f(e¢, T, ¢, ) is calculated using (3.100)
and (3.176) as

F(e T cq) = u(e,s,ca) —Ts=0%:6°+ Z“a Cas (3.178)
o

and the increment is

"The differential appeared in (3.174)
du
350{ el.s

and is sometimes referred to as the partial mass value (this case, partial mass internal energy) (cf.
Slattery 1999, p. 447).
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df =o' :de —sdT + ) podca, (3.179)

af af af
T A . 3.180
P 2 VA 0 G150

The enthalpy per unit mass 4(a%, s, ¢, ) is calculated from (3.102) and (3.176) as

h(ai,s,ca) = u(e’, s, cy) —ot e =Ts+ ZM“ Cas (3.181)

and the increment is

dh=—¢*:do* + Tds+ ) i dca. (3.182)
ah dh ah

O ) 3.183
dot| . 05 |o, gt H 0Cq |gt ( )

The Gibbs free energy per unit mass g(o*, T, ¢,), calculated using (3.104) and
(3.176), is

g(o-i, T,co) = ]’l(O'i,S,Ca)— Ts=u(e, s cg)—Ts —ot e = ZM& Co,

(3.184)
and the increment is
dg =—e*:dot —sdT + ) g dcs. (3.185)
o
g g dg
e _ _ "9 s —_ - s = — . 3.186
& Py - K o o Mo s . ( )
The grand potential per unit mass ¢ (&°, T, iy) is given by
(e, T, uy) = u(e®,s,¢cq) —Ts — Z“”‘ Cy = 0% €°, (3.187)
o
and the increment is
dd)zai:dee—sdT—an dilg, (3.188)
d ad d
S A A A (3.189)
08¢ |7 1, T |, e Mo |ge T

The transformation, changing all the variables of internal energy u(e, s, ¢,) into
(ai’ Tv I"Lol)7 iS
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wzu—Ts—oi:ee—Z,uaca,

which is meaningless, since ¥ = 0 by applying Euler’s equation (3.176), and this
conclusion is also suggested by the Gibbs-Duhem relation (3.177).

Note 3.11 (Interpretation of thermodynamic functions). Based on (3.176), (3.178),
(3.181), (3.184) and (3.187) we understand the following implication of thermody-
namic functions:

Internal energy u(e®,s,cy) =0 : e+ T s+, hoCa:
Sum of mechanical, heat and chemical energies
Helmholtz free energy  f(e¢.T.cy) = 0% : &° + D oo MaCa
Sum of mechanical and chemical energies
Enthalpy h(o%,5,¢e) =T s+ Y, o Ca :
Sum of heat and chemical energies
Gibbs free energy g(0%, T,¢cq) = D, Ha Cq :
Chemical energy
Grand potential ¢ (e, T, uy) = ot e
Mechanical energy

The result (3.184) shows that the sum of chemical potentials © = Y u, for each
species is regarded as the Gibbs free energy when the concentration ¢, = 1 per unit
volume and per unit mole. |

As shown by (3.174) the change of internal energy is given by

du=o':de* +Tds+ ) juadcy

Jdu du Jdu
= tde + — ds — dc
pec|, . 4% T, LT Z Ba |y
Since the differentiations commute
d [ Ju B d [ du
as \oe| . ) . 0ec\os|, )
we have the relationships to determine (0%, T, ji,):
dot aT aT d d dot
gt _ 90 ol Z e O _ 297 (3.190)
0s |, e 0% 0Co |ge a5 |, e dee | ., Ao |ge.
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Using a procedure similar to that outlined above for the internal energy u(e®, s, ¢y ),
we obtain the following relationships from (3.179) for the Helmholtz free energy

f(&, T, cy):

dot . as as . Ofhg Oy . dot
T |, e CE o lge.r 0T | oo 06 |pe,  0Ca|ger
(3.191)
From (3.182) for the enthalpy (o', s, ¢,) we have
de° _ar aT _ Opke Oy e’
05 | ot 00F[ .7 Ocalgry 05 |, o1 OoF| . 0 |t
(3.192)
Using (3.185) for the Gibbs free energy g(a%, T, ¢,) gives
0e° s as e Oy _ 0e’
oT L a()'i T,cu’ 8ca of. T oT cu,ai’ a()'i T, cq 8ca ai,T‘
(3.193)
Equation 3.188 for the grand potential ¢ (e¢, T, 1) is used to give
dot 0 s Oy dcy _ ot
T |, e 9|7, OMaleer T |, e 06|71, Olaleer
(3.194)

The relations (3.190)—(3.194) are referred to as Maxwell’s relations.
The closed system (cf. Appendix D) without chemical processes implies that
dcy = 0, and using (3.174) we have

1 Ou
—o¥f) det+ ==
. a).e+TaT

1 1 1
a’s=Tdu——oi:dee=—(au dT

T T \ de¢

g

where the entropy is assumed to be a function of the temperature 7', and u is treated
as a function of T'. Alternatively, the total differential of entropy is

as as
ds = cde® + —| dT,
57 B T et oT |,
and, by comparing both equations, we have
0 1 /0 0 10
s =_( u _ai)’ g5 _ lou (3.195)
de¢ |y T \0e¢|y oT|,. TOT|.
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Again, the differentiations commute:

%
o ~ 0e¢dT

92s
dT de*

Co

Differentiating (3.195) yields

b G, ) =l (7ar). L = [ . =

Thus for the closed system we have the following Helmholtz relation:

du

0e°

. oT

(3.196)

e¢
From (3.184) and (3.185), the Gibbs free energy g(o*, T, ¢,) is expressed as

g
T cy) = h(e’, s, cy) + — T.
g0+, T, co) = h(e,s,ca) + T

cq.0f

This results in the following Gibbs-Helmholtz relation®:

Jd /g h
Note 3.12 (Gibbs’ phase rule). As described in Note 3.11, the chemical potential
Uq is taken as the Gibbs free energy g(o*,7T,c,) of a species @ when the
concentration ¢, = 1. Thus the unknown parameters required to determine the
chemical potential are temperature T, stress o¢ and concentration c,. The number
of unknown variables are as follows: one for temperature T, six for stress o* and
N —1 for concentration ¢, N—1 (cf. (3.171), p. 112). It should be noted that in most
of the chemical textbooks the ‘stress’ represented is only the pressure, therefore the
number of unknowns is one. Let us assume that each chemical species forms p-
phases, and the chemical potential at phase a is ,uff). Then the number of unknowns
are p(N—1). If all the phases are in equilibrium, the chemical potentials of all phases
are equivalent:

8In some textbooks (3.197) is rewritten by using the changes of enthalpy A% and the Gibbs free
energy Ag before and after the reaction, and the Gibbs-Helmholtz relation is given by

9 (Ag)_ _Ah
aT\ 17 ) T2

Time-differentiation of (3.197) suggests that the above form is not accurate.
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1 2
1 2
I :ft\; ) I :ft\; ) e I :Itv(p).

The number of unknowns for this phase equilibrium is N (p—1). Hence the number
of degrees of freedom of this system is (under six components of stress)

f=1464+p(N-1)—Np-1)=T7+N —p. (3.198)
If only the pressure is considered, we have
f=1414+p(N-1)—N(p—-1)=2+N —p. (3.199)

The condition for the degrees of freedom given by (3.198) or (3.199) is referred to
as the Gibbs’ phase rule.

The systems with degrees of freedom of zero, one, two and three are referred to
as the non-variant, monovariant, divariant and trivariant systems, respectively. For
example, if we have a system with one species and treat only the pressure, f = 3—p,
therefore the condition for coexistence of gas, liquid and solid phases is f = 0,
which is referred to as the triple point. |

3.5.3 Thermodynamic Functions in a Thermo-
mechanochemical Field: A Finitely Strained Solid &

Thermodynamic functions with chemical processes are detailed here for a solid
undergoing finite strain. Following the outlines of Sects.3.4.3 and 3.5.2, the
Lagrangian forms are presented first.

The change of internal energy du(E¢, s, C,) in the Lagrangian description is

du(E®.s.c) =T':dE°+Tds+ ) pukdc,. (3.200)
ou du du
9E 9s” P e, (3.200)

where C,, is the Lagrangian volume molar concentration defined by
Co =cCoJ (3.202)

and u; is the corresponding chemical potential.
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Referring back to (3.176) the internal energy u(E€, s, C,) is given by

w(E®.8.c,) =T*:E°+Ts+ > iy (3.203)
o

This gives Euler’s equation. The Gibbs-Duhem relation is obtained by

E*:dT'+sdT+) Codu} =0. (3.204)

The Helmholtz free energy f(E€, T, C,) is calculated as

S(E®.T.Co) =u(E®.8.C.) —Ts =T :E°+ ) pic, (3.205)
o

where its increment is

df =T*:dE°—sdT+)_ pkdc,. (3.206)

af of w9

ri= Y - _Y =Y
JE* or He T G,

(3.207)

The enthalpy 2(T*, s, c,) is given as

h(T¥.5.C) = u(E®.5.Co) — T E° =Ts+ Y prc, (3.208)
o

and its increment is

dh=—E:dT*+Tds+) pidc, (3.209)

oh oh oh
EC=——1, T=—, ul=_—. 3.210
oT* as” M~ ac, 0210

The Gibbs free energy g(T*, T,c,) can be written as

g(T*T.co) = h(T*.5.C,) —~Ts =u(E®.s.C,) ~T*: E°~Ts =) p*c,

Y321
and its increment is
dg =—E°:dT*—sdT+ ) pukdc,, (3.212)
o
0 ) 0
Ee=_28 - %8 x_15 (3.213)

Tt o e T o,
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The grand potential ¢(E°, T, ) is calculated as

G(E.T.u%) =u(E®.8.Ce) ~Ts— Y p¥cy=T": E (3.214)

and its increment is

dp =T*:dE*—sdT—) cadpu,. (3.215)

¢ _ 09 _ 0¢

Tt = - =2
oE<” °T Tam T Tour

(3.216)

As mentioned in Sect. 3.4.3, only the isotropic material body can form the rate of
internal energy d u, (¢, 5) together with the rate ¢° of the generalized Eulerian strain
measure ¢¢ = R &° R” and its energy-conjugate corotational Euler stress ¢+ =
RT*RT. Then Euler’s equation and the change of internal energy are given by

u(e’, s, cq) = tEr et 1 Ts + Z““ Ca, (3.217)
o

du:tEi:dee—i—Tds—}—Z,uadca,
o

tEf = 8_u T = % — 8_u (3.218)
T D T T e '

The Gibbs-Duhem relation is written as
¢ dt™ +5dT + ) cadpy =0. (3.219)
o
The Helmholtz free energy f(e¢, T, c,), the enthalpy i (t£%, s, ¢, ), the Gibbs free

energy g(t?%, T, c,), the grand potential ¢ (¢, T, i) and their increments are given
as follows:

F(e€. T co) = u(el,s,cq) —Ts =tF: ¢ + Z““ Cas (3.220)
o

df =t :de* —sdT + ) podca,

af af af
thh= 2 s=—2 u,=-> 3.221
e’ P T Tar M T 4, (3.221)

h(tEi,s,ca) = u(e®,s,cy) — thh et =Ts+ Z,ua Cos (3.222)

o
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dh = Tds—e":thi+Z,uadca,

. on oh oh

¢ = _m7 = 57 Ha = %’ (3.223)

gt Toc) = h(t™ s.c0) = Ts = u(e.5.ca) = t7 1e —Ts =Y poco.

(3.224)
dg:—ee:thi—sdT—f—ZpLadca,
e 0g _ 0g _ 0g

=56 s = T o = Be. (3.225)

¢, T, uy) = u(e,s,¢cy) — T s — Z“”‘ Cy = tFF 1 0, (3.226)
d¢=tEi:dee—sdT—andua,

1B = o 0 _ (3.227)

T o T AT T o

3.5.4 Thermodynamic Functions in a Thermo-
mechanochemical Field: A Fluid

Referring to Sect. 3.4.4 the change of internal energy u(p°, s, ¢y) is given by

du=ptdp*+Tds+ ) podca.

ou du ou
= r== «=—. 3.228
P 20" 5 M Be ( )
Euler’s equation and the Gibbs-Duhem relation are
u(p®.sica) = pHo"+ T s+ ) pha o (3.229)
pCdpt+sdT + ) codpiy =0. (3.230)

The Helmholtz free energy f(p¢, T, ¢y ), the enthalpy h(p*, s, ¢, ), the Gibbs free
energy g(p*, T, cy), the grand potential ¢ (p°, T, i) and their changes are given by
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F(¢. T.co) = u(p,s,cq) —T's = p*p¢ + Z“a Cas (3.231)

df = ptdp* —sdT + ) ja dcs.

af af af
P Y=Y 3.232
p 50 s a7 P de ( )
h(p*.s.cq) = u(p®.s,ca) — prp* =Ts+ Z,ua Cas (3.233)
dh = Tds—pedpi+2uadca,
oh oh oh
= T= gy =, 234
P opt 5 M o, (3.234)

g(piv Ts COK) = h(pissscd) —Ts= I/t(pe,S,Ca) _pi pe —Ts= ZH’& Ca,
o

(3.235)
dg = —p*dpt —sdT + ) g dca.
o
g g g
C= 2, s=—o2, g =, 3.236
ot T T P T e, (3.236)
¢, T, o) = u(p®,s,¢q) = T's — Z [a Ca = P* p°, (3.237)
o
dp = ptdp* —sdT =) cydjta.
o
d¢ d¢ d¢
U s o 3.238
P= % TT T T T, (3.238)
3.6 Mixture Theory for a Multi-component Solution
For a multi-component mixture with 1, 2, 3, --- N-species in a fundamentally

miscible solution, which involves a process of chemical reactions, we establish a
framework of continuum thermodynamics theory. The mixture might be a liquid
or gas; however, since we mainly use a mass-averaged velocity (defined later), the
liquid solution might be more appropriate. The description is Eulerian because we
are considering a fluid.
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Fig. 3.4 Reference and current bodies for the mixture theory

For any solution we distinguish between solute and solvent. Here we can state
that the first species is the solvent and the rest of the (2, 3, --- N)-species are
solutes. We shall introduce a non-equilibrium thermodynamics theory for this
solution that will treat the coupled problem of stress, diffusion with reactions and
heat transfer. The field variables for the chemical field are listed in Table 3.1.

We extend the theory of mixture given by Bowen (1976) (see also Drew and
Passman 1998; Coussy 1995; Lewis and Schrefler 2000), though the notation is
different. A continuum body with N-components is represented as B, (¢ =
1,2,---, N). It should be noted that due to the mixture theory the body 5, of the
ath component defines the independent reference configuration for each component.
The case of two components are schematically shown in Fig. 3.4. The motion of a
spatial point x in the current body £ C R? can be described by

x = xo(Xo, 1) = x; €; (3.239)

where e; (i = 1,2,3) are the orthogonal Eulerian basis of the spatial coordinates,
X« 18 the deformation function for the ath component, which is sufficiently smooth,
X, is the material point of the oth component in the reference configuration, and
t is a time. Let dQ2 be the boundary of 2. Since the function y, is smooth, the
reference position X, can be given by

Xo=x,"(x.1) = Xox Ex (3.240)

where x,! is the inverse function of the deformation function, and Ex (K =
1,2, 3) are the orthogonal Lagrangian basis of material coordinates.
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The particle velocity v, of a material point X, at a time ¢ is obtained as

_ d(a)Xa(Xou l)

o T (3.241)

X, =constant

We here denote the material time-derivative d(y)¢/dt of a function ¢(x,¢) with
respect to the ath component as

dw¢ _ ¢
—— = — 4y, -grad ¢. 3.242
71 5 grad¢ (3.242)
The symbol ‘grad’ shows the gradient in the spatial coordinate system.
The deformation gradient F, = Fy;x e; ® E g and the inverse transformation
F,'= F . Ex ® e; are given by

axi

Fo=Grad xa(Xa. 1), Faix = g3 (3.243)
o
dX,

F7'=grad x;'(x. 1),  Fj = a‘“‘ (3.244)
X

where the symbol ‘Grad’ shows the gradient in the material coordinate system. The
time derivative of the Jacobian J, is calculated as

d(a)Ja
dt

= Jydivvy,  Jy=|detFg] (3.245)

where the symbol ‘div’ shows the divergence in the spatial coordinate system.

3.6.1 Mass Conservation Law

Let the total mass of species @ be M, the mass change due to chemical reaction
be R,. The mass conservation law for the species o can be written as

diwyMq
—— =R,, 3.246
pT ( )
My = [ padv, Rog= / Pa Yo dV (') (3.247)
Q Q

(cf. Sect. 3.5). Here y, is the volumetric density function of R, (i.e., the mass source
term per unit volume). Applying Reynolds’ transport theorem and the divergence
theorem we obtain a local form of the differential equation for mass conservation as
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9P

d o o . .
<d)[p + pudivw, = S+ divipr) = puve () (3.248)

where v,, is the particle velocity of the ath species.
By summing up (3.248) for all the species, the reaction terms cancel each other:

3" pave =0. (3.249)

Thus we have the total mass conservation law as follows:

dM
—- =0 Mzza:Ma.

Its local form is obtained as

dp

9
=+ pdivy = a—f +div (ov) = 0 (3.250)

where p is the total mass density defined by (3.169), and ¢, = py/p is the mass
concentration (i.e., the mass fraction) shown in Table 3.1. We have defined the mass-
averaged velocity v as

1N N
y = ;Zpava = anva. (3.251)
a=1 a=1

Note that g = pv represents the total mass flux. In (3.250) we have introduced the
material time-differentiation d /dt with respect to the mass-averaged velocity v as
follows: i

9
o= tvegad(). (3.252)

The velocity gradient L, the stretch tensor D and the spin tensor W are defined by

L =gradv=D+ W, (3.253)
D= % (L+L"), w= %(L —L"). (3.254)

If we use the mass-averaged velocity v, (3.248) can be written as

dpa
dt

+ pedivy = —div (pe¥a) + PaVa (o) (3.255)
where we have defined the diffusion velocity v, as follows:

Vg = Vg — V. (3.256)
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By eliminating v from (3.250) and (3.255), we have

dpy dp . _
— = !
7 Co 7 div (peVe) + PaVa (l). (3.257)

We take the material time-differentiation for the mass concentration ¢, = py/p with
respect to the mass-averaged velocity v, which gives

dey dp + dpqy
=——c .
Pt dt © dt
By substituting (3.258) into (3.257), we finally obtain the following diffusion
equation for a material in motion:

deg
Pt = —div (pF) + pure (). (3.259)

(3.258)

where

m

0 =pva (l0) (3.260)
represents a mass flux of the species «.

Note 3.13 (Evaluation of the source term due to reaction). Assume that in the
current state the species « is involved in the r-th stage of the chemical reaction,
and the reaction rate can be written in the form w, = d§&,/dt as introduced by
(E.39) in Appendix E. If the stoichiometric coefficient of this reaction stage is given
by vy, for the species o, then the amount of mass produced during all the reaction
processes is given by

PaVa AV = Z My Vor Wy ('O{)
r

where V' is the volume of the reaction system (for simplicity, a homogeneous and
isotropic system is assumed), and m,, is the molecular weight of the species «. Since
we have the relation ny, m, = py AV, the term y,, is evaluated by

Vo= Viow vl ="2 () (3.261)
n
-

o

where vlr is the stoichiometric coefficient per unit mole.

As implied by (E.144) in Appendix E.9 concerning the chemical reaction, the
reaction rate w is commonly represented in a power form depending on the reaction
order, and the term on the r.h.s. of (3.261) is given by

vi = viewe =) vi, ke [ )% () (3.262)
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where the suffix r implies the reaction stage r, k, is its reaction rate constant, c, is
the concentration of species « and p], is the reaction order of species c. |

Note 3.14 (On the average velocities). In this section we use the mass-averaged
velocity (3.251); however in some cases we may use molar-averaged velocity:

N
vO = XyVa (3.263)
=1

Let us consider an example shown in Fig. 3.5a of a gas diffusion problem enclosed
in two glass bulbs under constant temperature/pressure. The 1.h.s. bulb contains
gaseous nitrogen (N;, molecular weight 28.02), and the r.h.s. bulb contains gaseous
hydrogen (H,, molecular weight 2.016). Initially the valve at the center is closed; the
amount of both gases are the same, therefore the mass center is in the nitrogen gas.
After opening the valve the gases are mixed homogeneously, and the mass center
moves to the center. Thus the mass-averaged velocity shows a finite value, whereas
the molar center is not transferred, which implies the molar-averaged velocity is null
in this case.

For the diffusion problem of 50 wt% glycerin solution as shown in Fig. 3.5b,
since the mass density of this solution is 1.1 g/cm?® which is almost the same
as the density of pure water (1.0 g/cm?), the mass-averaged velocity is almost
zero (glycerin: HOCH, CH(OH)CH,OH, molecular weight 92.09, specific gravity
1.26362 at 20°C), while the molar concentration of this solution is 33.21 mol/l

(a) Gas

Stopper
g H,
i
i

1
Initial mass Final mass
center center

(b) Liquid

Stopper

Glycerin
solution
(50 wt%)

Water

i

Fig. 3.5 Diffusion 11
1!

experiments for evaluating i
mean velocities (Cussler [nitial mass Final mass
1997, Figs. 3.1-3.2) center center
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which is less than the molar concentration of water 55.56 mol//, therefore the molar-
averaged velocity is of finite value (Cussler 1997; Bird et al. 2002).

In this work we mainly treat solids and liquids, therefore we employ the mass-
averaged velocity. For a detailed treatment that uses the molar-averaged velocity,
we can consult Chap. 8 of Slattery (1999). Some books treat the volume-averaged
velocity; however for a mixture it is almost impossible to measure the volume of
each species, therefore descriptions that employ the volume-averaged velocity are
not feasible. |

3.6.2 Conservations of Linear Momentum and Moment
of Momentum

Suppose an external traction f, commonly acts on the ath species, then the
conservation equation of linear momentum for species « is given by

dole _ & (3.264)
dt 7" ’
Ea:/pavadv, fa:/ tads—i—/pabadv—i—/ Yodv ('),
Q 0 Q Q
(3.265)
> Y (3.266)
B (B#a)

where b, is the body force acting on each species and ¥ g is the interactive force
acting from species f to species «. This force vanishes if summed up for all
species o

YD Yy =0 (3.267)

o« B(BFa)

Note 3.15 (Reynolds’ transport theorem for a mixture). Reynolds’ transport theo-
rem for a component « can be written as

d(“)/(p /(d(a)d) +¢d1vva) dv (lo) (3.268)

If the mass conservation law (3.248) including a reaction term is satisfied, (3.268)
is modified as follows:

@/ Pt dv=/ (/Ooz dd +pa)/0t¢) dv (la) (3.269)
dt Q Q dt

where y, is a source term of mass per unit mass. |
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By applying Reynolds’ transport theorem (3.269) to (3.264), we have the following
local form:

d(a)va

pa— g =div 06)" + po (b — Yova) + Vo () (3.270)

where we have used the relation #, = o] n. Note again that we are considering a
miscible solution.

Note 3.16 (On the Fundamental Identity (Truesdell and Toupin 1960, pp. 469—474)).
For a function ¢, we have the following material time-differential with respect to
the velocity v,:

d()Pa 9(paa)

Pa a1 = Y. + a (pa(pavk) + — axr (PaPaVark)

9P
—Qu I:y + E (pavak)i| (lo) (3.271)

where the mass-averaged velocity and the diffusion velocity are given as vy =
Y o CaVak (o) and Ve = vor — vi, respectively.
A mass-average of ¢, is given as

¢ =7 Cat. (3.272)

and by adding up (3.271), we obtain the following Fundamental Identity:

dwpa _ do 3,0 10 _
Xajc‘” . di + FTIEE) (p k) Xa:paxk (PatpaV)

o | 0P 0
—Z‘” [" B—Xk(pavak)} (lo). (3.273)

If we have the mass conservation law (3.248) and (3.250), then (3.273) is modified
as follows:

d(0)Pu deo 1
§ » == § — —— (Pa PV —§ o Ve lo). ]
ac T T pax (P PaVak) Py (o)

(3.274)

By dividing (3.270) by p and applying the Fundamental Identity (3.274), we have

d d 1
an (Z)Z"a — d_‘; + Xa: ; [div (pgVe @ Vy) + div (pa¥ ® Vo) — PVaVe] -

o

(3.275)
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If we apply the diffusion equation (3.259) and the relation

Z PeVa =0, Z =1 = Z ‘i;ta =0, Z PaVe = 0, (3.276)

to the third term of the r.h.s. of (3.275), this term becomes null. Since the third term
of the r.h.s. of (3.275) is null, the sum of (3.270) results in the following averaged
equation of motion:

d _
pd—: —dive +pb (o) (3.277)

where we have introduced the diffusive stress & and the diffusive body force b as
follows:

=) [0 = puFa ®Va]. b= (ba+ VuPa)- (3.278)

o

The conservation of moment of linear momentum for a mixture is introduced in
the same way as in Sect.2.5, and we conclude that the averaged stress o for the
mixture is also symmetric:

c=0" = o=0". (3.279)
3.6.3 First Law of Thermodynamics in a Thermo-
mechanochemical Continuum: Conservation of Energy

For each component we apply Stokes’ power formula (3.18):

d(a)gaa _ d(a)lca d(a)uaa _ d(a)Wa

= = , 3.280
di i di (3.280)
1
Ky = / P Ko dV, Koy = —Vg * Vg (lo), (3.281)
Q 2
dO[ o
@W. :/ ta-vads+/paba-vadv+/wa-vadv (o),
dt aQ Q Q
(3.282)
d(a)uaa d(a)uaa d(a)“aa
= | o, dv, =¢t:D, lo),  (3.283
di /Qp a " Tar T % (o), (3:283)
1 1
ol =—0, D,= 3 (gradv, + gradv)) (o). (3.284)
P
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Applying Reynolds’ transport theorem (3.269) to Stokes’ power formula (3.280)
gives the following local form:

d((){)KOt d(a)“aa
p“( i i

= div(ogVy) + pu bo - Vo + Vo - Vo — PaVaKa (lo).  (3.285)

The First Law of Thermodynamics is given by (3.40). That is, if we add a flux to
the r.h.s. of (3.280), the reversible (i.e., elastic) internal energy is increased. If this
procedure is introduced for the multi-component solution of species «, we have

d(a)ga _ d(a)’Ca d(a)ua _ d(a)Wa d(a) Qa d(a)ca
a0 = dr tar - a T ar tra o OF9

where U, gives the reversible internal energy, including mechanical, thermal and
chemical effects. The mass density function u, may be written as

d(o)Ua o) e
O — | pa d la). 3.287
e N L (3.287)

The heat flux d,)Q,/dt and mass flux d()Cy/dt are given by

da o
i) Du =_/ qa-nds—i-/ patadv (), (3.288)
dt 90 Q

d(a)Ca

= '
di /Q M PaVe dV (o) (3.289)

where qq, 7, Vo are the heat flux, the heat source per unit mass and the mass source
per unit mass (e.g., by a chemical reaction), respectively. The local form of the First
Law of Thermodynamics (3.289) can be obtained as

d(a)Ka d(a)ua
P ( FTRPT)
=div(0oVe)+Pa bo VotV Vo — diVGa+paTe + PaVa Ha — PaYaka (lo).
(3.290)

By subtracting the Stokes’ power formula (3.285) from the First Law of
Thermodynamics (3.290), we have the following local form of the dissipative energy
equation:

d(a)ua _ d(a) Uoa

Pa dr Pa di —divgy + paTe + PaVa Ha ('O{) (3.291)
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If it can be assumed that in the first term d(o)Use/dt = afg : D, of the r.h.s. of

(3.291), the stress tensor aft is coaxial with the stretch tensor D, we have

> ol :Dy=0":D, (3.292)
ot =>"col. D=)"D, (3.293)

where ¢, = py/p- Therefore by summing up the component-wise dissipative energy
equation (3.291) with « after dividing p, we obtain the following dissipative energy
equation for the total components:

du du

pd—tzpd—;—divq‘erF—ZArwr (3.294)
where we have
duy
=o¢t:D 3.295
a1 o ( )
T=q-¢" 4= qu. ¢"" =) pullaVa (3.296)

F=r4rt+rt r=§ Ca Tas r”ZE UaYa, r’*:g CalbaVea
o o o

(3.297)

Ar == cu V), o (3.298)

Note that in obtaining the term du/dt, we have used the Fundamental Identity
(3.274). In fact, the terms ¢"° and r* are due to the Fundamental Identity. The
term A, is an affinity at the stage r of the reaction, which is calculated by
multiplying the chemical potential p, with (3.261), dividing by the molecular
weight m, and summing up with respect to «. A discussion of affinity is given
in Appendix E.3(b).

3.6.4 Entropy Inequality in a Thermo-mechanochemical
Continuum

In a multi-component mixture the entropy inequality may not be satisfied for each
component. Therefore we introduce the inequality for the total mixture. Once again,
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as discussed in Sect.3.3.2, we emphasize that the entropy inequality is introduced
for a system in which non-measurable energy components exist.

As described in Sect. 3.2.1, the rate of internal energy due to stress du,/dt =
o* : D is a combination of the elastic (i.e., reversible) part d u¢ /dt and the inelastic
(i.e., irreversible) part du’ /dt (du, = du’+du’). Thus the rate of internal energy
including the chemical process is written as

du  du ds deg
dr ~ dt +Td_t+za:“" dt

(la) (3.299)

where we have assumed that the temperature 7 is common to all components, and
the term ds = )", ds, represents the change of entropy of all components.

By substituting the dissipative energy equation (3.294) into (3.299) and applying
the diffusion equations (3.259) and (3.276), we obtain

ds du 1
— = —2 — —divg ¢ ¢ 3.300
T o ivg +r°+¢ ( )
r‘=r+r", (3.301)
1 1
¢ = ;anuaia -gradp — —ZA, Wy. (3.302)
o p r

As mentioned in Sect. 3.3, if incomplete data is provided due to insufficient
measurement, instead of (3.300) we have the following entropy inequality:

ds du. 1

— > —2 — —divg ¢ ¢ 3.303
TET p1vq+r +¢ ( )
where du’ /dt represents the internal dissipation due to mechanical force, which

corresponds to the dissipation function ®(D) of (3.153), for a fluid, and r*+¢¢
represents an internal energy dissipation during the chemical process.

3.7 Thermodynamics Laws and Constitutive Theory &

The essentials of the constitutive theory are that the experimental results are
reproduced after satisfying the requirements of thermodynamics such as the
Clausius-Duhem inequality and the Gibbs-Duhem relation. The constitutive theory
that includes chemical processes is complex because all the conservation laws
for mass, linear momentum/moment of momentum and energy are involved, and
experiments to determine the parameters are extremely difficult to conduct.
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3.7.1 Constitutive Theory of a Solid with Chemical Processes
in the Small Strain Field

In this subsection we show an example of the thermodynamical restrictions required
to derive the constitutive equation for a multi-component solid under small strain
conditions with chemical processes included.

First let us satisfy the Gibbs-Duhem relation:

N
e :dot +5dT + ) codpa =0. (3.304)

a=1

The Gibbs free energy per unit mass g(a*, T, ¢,) is defined by (3.184):

gt T e CuneniCN) =D fla Ca (3.305)

From this definition it is understood that if we retain the «-th concentration ¢, and
make the other concentrations null, we have py cy:

g@* T, 0,... cqr...,0) = g Cq. (3.306)

Using (3.185) we have

, §=——= (3.307)

and we can define the partial molar strain e, and partial molar entropy s, as

d o
e = _ % Lot = 36t
£ = 3T T 0 O =gk

a , a (3.308)
Sq = _B_Tg(o'isTv 0,“,,6'0[7-"’0) Cq,0F - _%ca

As implied from (3.305) to (3.308), the overall strain and entropy can be written as

0fh Gy

e e j— —_ _

e = E &, = 30t Cus s = E Sq = E aT Cy (3.309)
o o o o

On the other hand, Maxwell’s relation (3.193) gives

O

as .
obT a 80':t

- dcy

_ ke
oir 0T

de’

’ dcy

(3.310)

Co 0% T, cq
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Then if we introduce d , by

0y 0y
da:ca(V,ua— H Vot — H VT)

dot oT
96 9

—eo (Vi + ZEvet 4 Zvr (3.311)
0Cy 0Cy

the Gibbs-Duhem relation (3.304) is satisfied if

> dy=0. (3.312)

‘We can now introduce the extended Fick’s law in terms of diffusion as follows:

gy =—Y Dopdyg (3.313)
B

where ¢/ is the mass flux of a species o, which is introduced by (3.260), and D g
are the material parameters/functions that are determined by experiments. Thus,
under the constraint (3.312), we may be able to determine the constitutive relation
from experiments. Note that from (3.260) and since ), poVo = 0, the following
constraint must be satisfied:

Z‘Iff == Z Z Dyp Veg = 0. (3.314)
o o B

Following the same procedure we can introduce the extended Fourier’s law for
heat conduction and the extended Hooke’s law for deformation, which will not be
described here.

3.8 Summary of the Framework of Non-equilibrium
Thermodynamics &

Carnot and Clausius founded the theoretical basis of classical ‘equilibrium’ ther-
modynamics, and it has long been applied to many engineering problems, although
there are some inconsistencies. The basis of classical thermodynamics lies in the
empirical fact that the efficiency of practical heat engines never exceeds unity, that
is, any heat engine traces the irreversible process, and eventually the entropy of the
heat engine system necessarily increases. Such results, especially the Second Law,
have been widely applied even though the true implications are beyond complete
comprehension, and sometimes it is suggested that the entropy of the universe is
ever-increasing. Is this true?



136 3 Non-equilibrium Thermodynamics

If we enclose a rare gas in a box that is closed, adiabatic and of constant
volume (i.e., an isolated system of a rare gas) and keep the steady state at a
given temperature, the internal energy does not change, therefore the entropy never
increases. This system has no autonomous internal mechanism to increase the
entropy.

Let us consider a thermodynamical system. If we can correctly measure and
estimate all the fluxes (i.e., power, heat flux, mass flux, etc.) and field variables
such as temperature and stress, is the process reversible or irreversible? Actually it
is impossible to measure and specify all the flux and field variables.

Considering the above discussions, the Law of Non-equilibrium Thermody-
namics presented here, in Newtonian mechanics, can be summarized as follows:

1. All the systems of thermodynamics are treated under Newtonian mechanics.
2. Stokes’ power law is satisfied:

dé; =dK +dUs = dW (3.315)

where &, is the total energy in the absence of the effects of heat, chemical action,
etc., IC is the kinetic energy, U, is the total internal energy due to the stress,
including a reversible (i.e., recoverable) part and an irreversible (i.e., dissipative)
part and W is the external work. The increment d, consists of a reversible part
dU¢ and an irreversible part dU. :

dUy = dU’ + dU’. (3.316)

3. If all the flux d ¥ and power d )V that are exchanged with the surroundings are
measurable, then the conservation of energy law

dé =dK+dU =dW +dX (3.317)

is satisfied, where £ is the total recoverable energy and U is the ‘reversible
internal energy’. The flux d ¥ includes the heat flux dQ, the mass-induced flux
dC in chemical processes and others except for the power d W .

Using the power law and the conservation of energy law the dissipative energy

equation is derived as
dU =dU, +dX. (3.318)

By substituting (3.316) into (3.318), we obtain
dU, = dU. + dX (3.319)

where we give dU, = dU — dUS. The meaning of (3.319) is clearly
understandable: The change of internal heat energy di{, consists of two parts;
i.e., the change of irreversible internal mechanical energy di{. and the heat

supply.
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We should clearly understand the fact that Stokes’ power law (3.315) involves
the change of the irreversible internal mechanical energy di{!, while the energy
conservation law is given for the change of the reversible internal energy di/.

4. The change of internal energy d{, due to the heat flux dQ, a part of d{, is
formed by the temperature 7" and the change of entropy d S:

du, =TdS. (3.320)

Note that (3.320) is approved if every heat flux and temperature field are correctly
identified. For the system where an amount of non-measurable heat flux A(dQ) is
expected, the entropy corresponding to A(dQ) = T d S’ can be introduced. d S’
is referred to as the entropy production. In this case, the change of total entropy
dS consists of the changes of entropy production d S’ and the exchangeable
entropy d S¢, which corresponds to the measurable flux dQ™ = T d S¢. Because
of diffusivity of heat, d S’ is nonnegative: i.e.

dS —dS' = dTQ, dS' > 0. (3.321)

5. In a homogeneous body at absolute zero temperature the entropy S is null
(Nernst-Planck theorem).

6. The internal energy U/, the total internal energy U, induced by stress and the
entropy S are sufficiently smooth and differentiable, and their density functions
exist. The derivatives of U/ and U, are positive definite.

Discussion 1: Diffusive properties in temperature and mass-diffusion problems.
It is commonly accepted that the Second Law supports the observation that there is
heat and mass transfer taking place in the presence of a gradient. However, if we
have the positiveness definite property of the derivatives of internal energy ¢/ with
respect to entropy and concentration, respectively (i.e., resulting in Fourier’s law
and Fick’s law), the same results can be obtained. It is surprising that the diffusive
processes and properties in temperature and mass-diffusion problems are discussed
on the basis of the Second Law, whereas the positive definiteness property of the
internal energy U/ under Hooke’s law is proved without appeal to the Second Law.

Discussion 2: On viscous fluids. In the motion of viscous fluid, we always observe
some dissipation of internal energy. This, however, does not cause an increase
of entropy, but contributes to a rise of internal temperature. This is because, at
the molecular level, the increase of kinetic energy of the molecules causes a
temperature rise. Thus for the fluid motion problem it is fundamentally necessary
to consider the temperature field; however, we must discuss whether or not the
temperature field can be correctly measured in a fluid, non-invasively.

If we can account for every mechanical and thermal effect, the entropy inequality
(3.321) must be regarded as an equality. That is, only the first part of the Second Law
of Thermodynamics is needed to prove the existence of entropy.



Chapter 4
Virtual Work Equation, Variational Methods
and Energy Principles

In this Chapter we consider the virtual work equation of a static problem and its
relationship to the variational method and energy principle.

4.1 Variational Method for a One-dimensional
Elastic Problem

First, we consider a simple one-dimensional elastic problem.

4.1.1 Strong Form

The system for the one-dimensional elastic problem can be given by a governing
equation (4.1a), the Dirichlet (i.e., displacement) boundary condition (4.1b) and the
Neumann (i.e., traction) boundary condition (4.1c¢). This system is referred to as the
strong form: [SF].

d
[SF]: d—“ fy=0, xeQ=(x,x0) (4.12)
X
u(x) =u at x = X, (4.1b)
on=t1 at x = x; (4.1¢)
where o is the stress, y = pb, is the body force per unit volume, u is the
displacement, n is the unit outward normal (n = —l atx = x;,n = +1 atx = x»),

and x, and x; are respectively, the boundaries at which displacements and tractions
are specified. The strain

du
&= — 4.2
dx )
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is related to the stress o by Hooke’s law:

o= Ee “4.3)

4.1.2 Weak Form and the Virtual Work Equation

Let v be an arbitrary function, which is null on the displacement boundary:
v=0 on x=x, (4.4)

We multiply (4.1a) by v(x), integrate it and introduce an integration by parts to the
first term, then we can use the condition (4.4) and the Neumann boundary condition
(4.1c), and we finally obtain the following weak form [WF], which is ‘equivalent’
(see Note 4.1) to the strong form (4.1):

[WF]: fv(x;)— /Xz(o(u)i(v) - )/v) dx =0 Vv (v=0 at x = x,)
B (4.5)
where {(v) = dv/dx.

We can regard the arbitrary function v as a virtual displacement Su, then (4.4)
corresponds to a null condition of the virtual displacement §u on x,. We write a

virtual strain as
d(6u) du
de = =6 — 4.6

¢ dx (dx) (4.6)

In this notation the weak form (4.5) is equivalent to the following virtual work
equation [VW]:

[VW]: 78u(b)— /4(0(14) de — y8u) dx =0 Vou (Su =0 at x = x,)

“4.7)

Note 4.1 (Equivalence between the strong form and weak form: Fundamental
Lemma of the Variational Problem). Since the weak form (4.5) is derived from
the strong form (4.1), the solution of the strong form is exactly the solution of
the weak form. The converse is not always true. If the solution of the weak form
can be regarded as sufficiently smooth, the converse is true, which is proved
by the Fundamental Lemma of the Variational Problem. Note that the first term
defined on the boundary of (4.5) can be considered separately from the rest of the
terms defined in the domain, since v is arbitrary both on the boundary and in the
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domain 2 = (x, x2). Therefore we have the following Fundamental Lemma of the
Variational Problem for a domain £2:

/ (d)(x) v(x)) dx=0 Vv = ¢(x)=0 VxeQ (4.8)
Q

where the function ¢ is continuous.! We use a proof by contradiction (or reduction
ad absurdum).

Proof. Assume that the given condition (i.e., the integral = 0 Vv) is satisfied;
however since ¢(§) > 0 at a point x = £ in Q = (x1, x2) (note that if ¢(§) <O,
we can also apply the procedure for the case where —¢ (§) > 0). Then there exists a
constant § > 0 such that ¢(x) >0 Vx € Qs = [£—6, &+ 4], since ¢ is continuous.
We choose the arbitrary function v as v(x) >0, x € s, thus we have

/Q 5 (¢(x) v(x)) dx > 0

This contradicts the given condition, which implies that ¢ (x) = 0 at every point
in Q. |

4.1.3 Principle of the Energy Minimization and a Variational
Method

The weak form (4.5) can be rewritten in the following alternative form:
[WF]: [(v)—a(u,v) =0 Vv (v=0 at x = x,) (4.9a)

X2 d d _ X2
a(u,v)z/ Ed—l;d—:dx, l(v):tv(x,)—/ yvdx  (4.9b)
X1 X1

where a (-, -) is referred to as a bilinear form, which is positive definite such that
a(v,v) >0 A% (4.10)

since £ > 0.

'The continuity of ¢ gives an essential condition for ensuring the equivalence between the strong
form and the weak form. We must be particularly careful of this requirement if we apply a
numerical method such as the finite element method to a problem in which the continuity condition
is not completely satisfied, such as a stress concentration problem at a crack tip.
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We define the energy functional TI(w) as follows:
1 -
Ow) =1I(w) — Ea(w, w) where w =u at x = x, (4.11)

The problem of the energy minimization [EM] is then given by the variational
problem

[EM]: Find u suchthat II(w)>II(u)  Vw(w(x,) =ii) (4.12)

From Hooke’s law (4.3) the problem of the energy minimization (4.12) is
equivalent to the weak form (4.9a). A proof is given as follows: We set the arbitrary
function w as

w=uxhv (h > 0 : constant) (4.13)

Thus v is an arbitrary function which takes a fixed value v = 0 only at x = x,,. The
inequality (4.12) is written as

- du dv 2 dv?
:i:h[tv(x)—/ (E———yv)dxi|——h2/ E(—) dx >0
' X1 dXd X1 dx

Dividing by / (> 0) and taking the limit 7 — 0, we have

_ dudv
:l:|:tv(x)—/ (E —yv)dxi|20.
' ™ dx dx

Since this inequality must be satisfied for both negative and positive cases, we have
only one possibility of equality:

- 20 dudv
tv(x;) —/ (E — yv) dx =0 4.14)
Y ), Udxdx

Thus the problem (4.12) is equivalent to (4.9a).

Let us retrace the process of the energy minimization (4.12)—(4.14). We define a
derivative of the functional IT in a direction v (i.e., a directional derivative toward v)
as

wnmy>—h%l[nm+hw nwﬂ (4.15)

Then the problem of the energy minimization can be symbolically denoted as
follows:
(d(u),vy =0 = I(v)—a,v)=0 (4.16)

If we follow the style of the variational theory, the above discussions are
equivalent to a process to obtain Euler’s equation by taking a variation of the



4.2 Variational Method for a Three-dimensional Elasticity Problem 143

functional (4.11), i.e., from the null condition of the first variation of IT, we have

Edu d(§u)
dx dx

ST(u) = 7 Su(x;) — /xz

X

y 8u) dx =0 4.17)

It is clear that (4.17) is equivalent to the virtual work equation and the weak form.
If we recall (4.16) and set u = v, we have

0Tl(u) = (d(u),éu) = 1(6u) —a(u,éu) =0 (4.18)

Therefore the procedure of taking a variation is equivalent to that of calculating a
directional derivative.

4.2 Variational Method for a Three-dimensional Elasticity
Problem

We consider a variational method for the classical three-dimensional (3D) elasticity
problem for bodies that satisfy static equilibrium.

4.2.1 Strong Form

The system of the equations (i.e., the strong form [SF]) is given by a governing
equation (4.19a), the displacement boundary condition (4.19b) and the traction
boundary condition (4.19c):

[SFl: V.o +pb=0 in (4.19a)
u=u on 09, (4.19b)
on=t on 0%, (4.19¢)

Additionally we have the following relations:
(Displacement-strain relationship)

e = %[Vu + (Vu)T] (4.20)

(Constitutive law: Hooke’s law)
o =De 4.21)
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4.2.2 Weak Form and the Virtual Work Equation

Let v be an arbitrary vector-valued function, which is null on 9€2,,:
yv=20 on 092, (4.22)

By taking an inner product between v and (4.19a), applying Gauss-Green’s theorem
to the first term, and then applying the conditions (4.19c) and (4.22), we have

[WF] : / E-vds—/(a : I;—pb-v) dv=0 Vv (=0 on 9R.) (4.23)
FloR Q
where
¢ = %[Vv—}— (Vv)T] = o0:Vv=0: %[Vv—}— (Vv)T] =0:¢ (429

The result (4.23) gives a weak form of the strong form (4.19).
In a manner similar to the one-dimensional problem (4.9), the weak form (4.23)
is formally represented as follows:

[WF]: a(u,v) =1(v) Vv (v=0 on 0R,) (4.25a)
a(u,v) = / De():¢(v)dv, (4.25b)
Q
l(v):/ i-vds—l—/pb-vdv. (4.25¢)
Fle? Q

The bilinear form is also positive definite:
a(v,v) >0 Vv. (4.26)

If we regard the arbitrary function v as a virtual displacement du (i.e., v = Su),
the condition (4.22) corresponds to

ou=20 on 082, 4.27)

Then the term ¢ = [8(Vu) +8(Vu)"]/2 = Se is regarded as a virtual strain.
Therefore (4.23) can be rewritten as

[VW] : / i-8uds+/pb-8udv:/0:83dv (4.28)
99, Q Q

The result (4.28) is known as the virtual work equation.
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4.2.3 Principle of the Energy Minimization and a Variational
Method

An energy functional is given by

- 1
H(W)=/ t-wds—/(—D&:S—pb-w)dv where w =& on 09,
F1o a\2

(4.29)
where we should note that D = DT, and

1 T
£ = E[Vw + (VW) ]
The problem of the energy minimization [EM] is defined as follows:

[EM]: Find u suchthat TII(w) > I[1(n) Vw(w=u on 022,) (4.30)

It is not difficult to show that the problem of the energy minimization is ‘equivalent’
to the weak form if we recall the procedure used in the one-dimensional problem.
The directional derivative along v is given by

(dT(w). v) = lim %[H(u T hy) — H(u)]. “.31)

Then the energy minimization problem becomes

(dT(u), v) =/ tv ds—/ (De(u) : I;(v)—,ob-v) dv=0 Vv(y=0 on 02,)
Iy Q
(4.32)
where | |
e(u) = E[Vu + (Vu)T], ¢w) = E[Vv + (Vv)T]

The proof is similar to the one-dimensional problem given by (4.12)—(4.14).
If we set 6u = v, §& = £, the variational form can be obtained as

$T(u) = (dT1(u), Su) = / t-Suds —/ (De : 8e — pb - Su) dv = 0. (4.33)
B1e Q

4.3 The Penalty Method and the Lagrangian Multiplier
Method

Difficulties can be encountered when applying the weak form and the variational
method described in the previous sections and in such cases the solution must
be sought in the functions that are constrained on the displacement boundary
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(i.e., u = u on 99,). We can remove this constraint by using a penalty method
and a Lagrangian multiplier method.

First, we illustrate a penalty variational method, that is, a method of the penalized
energy minimization [PEM]:

[PEM]: Find u suchthat II,(w) > I1,(u) Yw (4.34a)
Hp(w):/ i-wds—/(lD’g:’g—pb'w)dv
92 a\2
1
+— (w—a)-(w—u)ds (4.34b)
28 I,

where § is a positive constant such that 0 <6 < 1.

Note that in the penalized variational method we seek the solution u from
arbitrary functions w, which are unconstrained. It is observed that if we do not
have the condition u —u = 0 on 9%2,, the final term of (4.34b) gives a large value,
therefore the energy functional IT, cannot approach a minimum, which is why this
is designated as the penalty method.

By calculating the directional derivative with w = u % hv, the penalized weak
form [PWF] is obtained as follows:

[PWF] : (dH(u),v)z/ i-vds—i—l/ (w—u)-vds
o § Jag,

—/(De:@—pb-v)dv:o Vv (4.35)
Q

By applying the divergence theorem to (4.35), the penalized strong form [PSF],
which is equivalent to (4.35), is given by the following governing equation (4.36a),
displacement boundary condition (4.36b) and traction boundary condition (4.36¢):

[PSF]: V-0 4+ pb =0 in Q (4.36a)
t = ! u o 4.36b

= E(u — ) on 09, (4.36Db)

c’'n=t on 0%, (4.36¢)

The condition (4.36b) on 9€2, gives u = u when § — 0, therefore the displacement
boundary condition is satisfied.

An energy minimization method using the Lagrangian multiplier [LEM] can be
introduced as follows:

[LEM]: Find u and A such that TI;(w, ) > I1;(u, A) Yw, u  (4.37a)

l'I;(w,;L):/BQ f-wds—/ﬂ(%D’g:&—pbw)dv

+ / m-(w—iu)ds (4.37b)
9%,
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Note that § in the penalty method was constant, whereas p is a (vector-valued)
function, which is introduced as the dual of the displacement that corresponds to a
reactive force on the displacement boundary. We see that, as in the penalty method,
the solution is sought from all functions w without constraint.

By calculating the directional derivative as w = uthv, p = A £hv, we obtain
the following Lagrangian weak form [LWF]:

[LWF] : (dl'[(u),v):/ i-vds—}-/ (w—u)-vds
0% 99,

+/ A-vds—/(De:C—pb-v)dsz Vv, v
a9, Q
(4.38)

Applying the divergence theorem to the fourth term, we obtain

/ (i—t)-vds+/ [(u—ﬁ)-v—(t—l)-v]-vds+/(V-cr—pb)-vdv = 0.
92,

A Q

Thus the Lagrangian strong form [LSF] which is equivalent to the weak form (4.38)
is given by

[LSF: V-0 +pb=0 in Q (4.392)
u=u, t=2»r on 0%, (4.39b)
o’n=t on 09, (4.39¢)

The condition (4.39b) shows that A corresponds to the traction on the displacement
boundary 9€2,,.

4.4 Convolution Integral and Energy Forms for Parabolic
and Hyperbolic PDEs

In a conventional variational scheme, we cannot introduce an energy functional for
a parabolic type of partial differential equation (PDE), since the first order partial
differential term of time is involved. In order to overcome this problem (formally),
we introduce a method based on the convolution integral.

The convolution integral of functions ¢(¢) and ¥ (¢) is defined by

(0% ¥) (@) = /0 ot — 1) YD) dr = /0 G —De@dr.  (440)
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Fig. 4.1 Functions i (¢) and A
h(t), and their generalized 8(1)
derivatives

i(n

1 hir)

Let the function i (¢) be defined by

i) = 0 if r<0, @41
t if r>0.

A generalized derivative? of i(¢) is the Heaviside step function A(z), and the
derivative of the step function is the delta function (cf. Fig. 4.1). The proof is given
as follows:

. o0 o0 d o0
(z,¢)=/ —¢(t)dt /0 zd—‘fdz=/0 o(t)dt = (h, ¢), (4.42)

/ —¢>(t)dt—/0 d—dt’dt=¢(0)=/0 8() gt —0)dt = (5, ¢) .

(4.43)
We can calculate convolutions between a function ¢(¢) and i (¢), h(t):
P / d*"(’) dt = o(t) — 9(0). (4.44)
dt 0
t d T t
= [t-0% 0 e = -0
0 T 0
t
+/ l-gp(t)ydt =h*x@(t) —t ¢(0), (4.45)
0

2Let f be a general function that is bounded (|| f|| < 0o) but may not be smooth, whereas ¢ is a
sufficiently smooth function where ¢ (t) — 0 if t — £ 00. Then a generalized derivative f’ can be
defined by

(o= [ rwend=roe0"_~ [ roseod==(1).
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d
/(t_) dw() (t_)<p(f)0
do(z

t ) .
+ /0 LR dr =)~ 190 9. (446)

4.4.1 Energy Form of a Parabolic PDE

The strong form of a parabolic PDE, that is, the governing equation (for example,
the classical heat conduction equation with constant heat ¢, variable thermal con-
ductivity k& and heat production f’; see, e.g., Carslaw and Jaeger 1959; Selvadurai
2000a), the boundary conditions (BC) and the initial conditions (IC) are given as
follows:

(Strong form: [SF])

c% -V (kVu)— f =0 in Q (4.47a)
BC: u(x,t) = u(t) on 0%, (4.47b)
—kVu-n=q(t) on 082, (4.47¢c)

IC: u(x,0) = up(x) in Q. (4.47d)

A convolution integral between (4.47a) and the step function A(¢) is given by

h % [c% — V- (kVu) — f} =cu(x,t)—hx*[V-(kVu)]— f =0, (4.48a)
f=hx*(f +cu). (4.48b)

Therefore the weak form and the variational principle (i.e., the principle of the
energy minimization) of the parabolic PDE are obtained as follows:

(Weak form: [WF])

/ h*(év)ds—}—/ [c’uv+h*(kVu-Vv)—fv]dv:0 Vv (v=0 on 09,).
4Q Q
(4.49)
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(Variational principle: [EM])
Find u suchthat II(w) > IT(u) Yw(w=u on 02,) (4.50a)

H(W)Z/ h*(éw)ds—l—/[%c'wz—kéh*(ka'Vw)—fw]dv
q Q
(4.50b)

4.4.2 Energy Form of a Hyperbolic PDE

The strong form of a hyperbolic PDE, that is, the governing equation, the boundary
conditions (BC), the displacement-strain relation (DS) and the initial conditions (IC)
are given as follows (for example, the equation of classical elasto-dynamics for a
Hookean solid with mass density p and elasticity constant tensor D ; see, e.g., Gurtin
1972; Selvadurai 2000b):

(Strong form: [SF])

jzg’—v 6—b=0 inQ (4.51a)
BC: u(x,t) =u(?) on 0€2,, (4.51b)
on =t(r) on 9%, (4.51¢)

IC:  u(x,0) =up(x) in Q, (4.51d)
u=v in Q, (4.51e)
=[Vu+Vu']/2 (4.51f)

HK: ¢ = De. (4.51g)

A convolution integral between (4.51a) and the step function i (¢) is given by

d? _
i*[pd—;;—V-o—b:|:pu(x,t)—i*(V-o)—bz(), (4.52a)

b=ixb+p(tvo+up) (4.52b)

Therefore the weak form and the variational principle (i.e., the principle of the
energy minimization) of the hyperbolic PDE are obtained as follows:

(Weak form: [WF])

/ i*(i-v)ds—i—/[pu-v—}—i*(a:Vv)—E'v]dv:O Yy(»=0 on 9R,).
a2 Q
(4.53)
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(Variational principle: [EM])
Find u suchthat TII(w) > Il(u) VYw(w=u on 09,) (4.54a)

H(w):/mi*(f-w)ds+/sz|:%pw~w+%i*{De(w):e(w)}—i-w]dv.
’ (4.54b)

4.5 Interpolation, Approximation and Galerkin Method

An interpolation of a function ¢ is introduced when a sequence of functions is
selected, and the function ¢ is approximately represented by the sequence. For
example, let us consider a function ¢ such that

0, for —1<x<0

4.55
sinwx, for 0 <x <1 ( )

P(x) = {

We interpolate ¢ by the following sequence of polynomials:

1 3 8 7
e = ek e = \/;x, ey = \/;(3)8— 1), es = \/;(5x3—3x), - (4.56)

Here {¢;} (i = 1,2,3,---) give a sequence of interpolation functions. Note that the
sequence of functions (4.56) is referred to as the Legendre polynomials, which are
orthonormal such that

1 .,
0, fori#j
el = [Lereran={ T 7] s

where we have introduced an inner product of functions f and g by

1
(fe) = [ £ gy (4.58)
Then the norm of a function f can be calculated by

£l =(f ) (4.59)

It is not necessary to use the Legendre polynomials for the approximation of the
function (4.55); the following simple polynomials can also be employed:

epr=1, e = x, e3=x2, e4=x3, 65=x4, (4.60)
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However we should note that the polynomials provided by (4.60) are not orthonor-
mal ((e,-, e j) # 8;;). We can use other sequences of functions provided they have a
Fourier basis (i.e., sequence of trigonometric functions).?

By using the provided sequence of interpolation functions {¢;} (i = 1,2,3,---),
a function ¢ (x) can be interpolated by a linear combination:

O(x) = pp(x) = pre; + prer + ez + -+ = Z¢iei~ (4.61)

The coefficients ¢, ¢,, @3, - - - can then be determined by an appropriate approxima-
tion method, such as the least squares method. The procedure for the least squares
method is summarized as follows: A square error between a given function ¢ and
the approximation ¢, based on the interpolation functions {e; } is defined by

1 1!
E@) =5 6=t =) =5 [ [p(0) - 8T @ dx (4.62)
The minimum of this error can be attained if
0F 0 | =1,2,3 (4.63)
-, = ) 1 = g Ly Dyttt .
a1

The approximation (4.61) is then substituted into the square error (4.62), giving
1
5@—2%&¢—qu>

i J

1 1
S(@.0) =D dild )+ 5D D didylees)  (464)
i J

i

E(¢i)

where we have used
D diled) =) ¢ilpei) =D ¢ild.e).
i j i
If {e; } are orthonormal, the square error (4.64) is reduced to

1 1
E@) = (0,0) =D i (d. )+ 5D 47, (4.65)

3Sequences such as (4.56) form a basis of the function space which consists of integrable functions
whose inner product is introduced by (4.58), whereas the integral is defined in the sense of
Lebesgue but not of Riemann.
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and from (4.63) the coefficients ¢; can be easily obtained as

i = (¢, ei). (4.66)

On the other hand if {e;} are non-orthogonal, the equation of error minimization
(4.63) can be written as

oE

i \€i, —O k:17273s“'
e — (9. ex) +Z¢> (ei, ex)

Thus in order to determine the coefficients {¢; } (i = 1,2, 3,---), we must solve the
following simultaneous equations:

(e1, e1) (e1, ez) --- (e1, ey) 1 (¢, e1)

(6‘2,‘61) (62,'€2> (eza‘en> ¢'2 _ (¢"ez> . 4.67)

en 1) (e ) - (emend Lonl  Lig. e

In fact, we consider the function (4.55) and determine the coefficients ¢; based
on the Legendre polynomials (4.56) using the least squares method:

1
b; :/ sinzx-e; dx
0

=[£ 31 /5 %7 ;(%_15) 9(“_300+@),...]

'’ V2n' & a3 3 AN A = s

In Fig.4.2 we show the approximation functions ¢, (x) and the original function
¢ (x).

For the system involving a differential equation, we can apply the same proce-
dure. For example, let us consider the following system:

2

—L(p)— f = —kd ¢ —f=0, (4.68a)

Dirichlet BC: ¢ = ¢ at x = x (4.68b)

Neumann BC: — kj—d) q at x = xp (4.68¢)
X

Assuming that the following sequence of interpolation functions satisfy the
boundary conditions (4.68b) and (4.68c¢):

¢~ dp = duNul(x) (4.69)



154 4 Virtual Work Equation, Variational Methods and Energy Principles

1.0

0.8
06+ N=2

0.4

4 N=3
0.2 + \

0.0 0, -1<x<0
1 ¢(x) ={ sinnx, O<x<1 \\N— 4
-0.2 -

0.4

-0.6 N
1 Approximation: ¢, (X) = 2_ ¢; &; (X)

-0.8 4 i=1
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Fig. 4.2 Approximation of ¢ (x) by the Legendre polynomials

and substituting (4.69) into the governing equation (4.68a), the residual error is
given by
d*¢y,
=L@ - f =0 140

Then the square error can be calculated as

1 1 1 2
E($i) = = (e.6) = -/ edx = —/[—L(¢>h)—f] dx. (4.70)
2 2 Ja 2 Ja
In order to determine the coefficients ¢;, we minimize the square error (4.70)
0E
— =0, i=1,2,3--- 4.71)
i

We can then substitute (4.69) into (4.70) and use the constraint to (4.71) to obtain
the following set of simultaneous equations:

D (LN, LIN)) ¢ +(L(Nj), f)=0, i=1273. 4.72)
J

or alternatively
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(L(N1). L(N1)) (L(N1), L(N2)) -+ (L(N1), L(Ny)) | | 1 —(L(ND. f)

(L(N2), L(ND)) (L(N2), L(N2)) -+ (L(N2), L(Nn)) | | 2 | | =(L(N2), f)

(L(Nn), LIND)) (L(Ny), L(N2)) -+ (L(Np), L(Ny)) | [ ¢n —(L(Nn). f)
(4.73)

We note that (4.73) corresponds to (4.67).

In the least squares method shown above, we have directly defined the square
error (4.70), and minimized it; however we can also introduce an energy functional
such as

d
non = [[(3) ~re]axraven = Jaww 10 @79

de d
apn = [ K2 Lar 1) = [ fras-gue. @19)

and introduce an approximation

¢~ = GuNul(x) (4.76)

where the interpolation functions N, (x) satisfy only the Dirichlet boundary condi-
tion (4.68b). By substituting (4.76) into the energy functional (4.74), we obtain

(Y) = —a(cm, ¢n) — (1) = - ZZ¢,¢,a(N“N>—Z¢,l<N)

(4.77)
and minimize the error by

oIl
i

This gives the equations that determine the coefficients ¢;. In fact, the following
simultaneous equation is obtained:

=0, i =1,2,3,--- (4.78)

S a(Ni Njg; —I(N) =0, i=1273- 4.79)
J
That is,
a(Ni,Ni1) a(Ny,Ny) --- a(Ny, Ny) 1 [(Ny)
a(N2, N1) a(Ny,N) -+ a(N», Ny,) ¢ | [(N2) (4.80)

a(Np N a(Nw Ny) - aNo N | Low ] Licv)
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This procedure is referred to as the Rayleigh-Ritz method, which is equivalent to
the Galerkin method.
By using the notation of (4.75) and (4.76), the weak form is given by

a(@,n)—1l(m) =0 VYn(n=0 on xy) (4.81)

We substitute the approximations

d~dn=) ¢uNu(x). n=m=) ngNs(x)
@ B

into (4.81), and obtain the following Galerkin approximation:

a(en.nn) —1l(mr) =0 Vnu (ny =0 on xp). (4.82)

Here 1, = 0 on the Dirichlet boundary x;. For the exact solution ¢, we also have

a(p.nn) — () = 0. (4.83)

By subtracting (4.83) from (4.82), we obtain

a(g—én.m) =0 (4.84)

where
e=¢— ¢ (4.85)

represents the error between the solution ¢ and the approximation ¢;. Therefore,
in the Galerkin method the error e = ¢ — ¢, is orthogonal to the approximated
function 7, in the sense of (4.84). In addition, since we can choose ¢ — 1y, as n;, of
(4.84), we have

a(d) — N @ — r]h) = a(e + ¢ —Np.e + ¢p — nh)

= a(eve) + a(¢h — Nh,s ¢h - 7711) > 0 (486)

where the condition a(e, ¢ — 1) = 0 (see (4.84)) and the following property of
positive definiteness of a(:, -) are used:

a(.f)=0 V¢ (4.87)

where k > 0. The result (4.86) shows that even if the objective function ¢ is
not known explicitly, the Galerkin method, which uses 7, = ¢, gives the best
approximation since a(¢y — 1, pn — 1) = 0.



Chapter 5
Classical Theory of Diffusion and Seepage
Problems in Porous Media

In this chapter we develop the coupled diffusion and seepage problem using the
theory of mixtures. It is clearly understood that the diffusion problem is strongly
linked to the seepage problem through the mass conservation law. Adsorption on
the solid surface is treated using the concept of an ‘adsorption isotherm’.

5.1 Representative Elementary Volume and Averaging

Let us consider a volume AV, referred to as the representative elementary volume
(REV), and with A/ being the size of the porous body for averaging any independent
variable within this volume. Figure 5.1 schematically shows how to decide on the
REV. If AV, is the volume of voids in the REYV, the porosity 7 is defined by

. AV,
n = lim .
AV—0 AV

5.1

Assume that the center of the REV is located at x and x’ is any arbitrary point
within the REV. The mean value of a function for this REV is defined by

f(x,0) = ﬁ v f(x' 1, x)dv(x)) (5.2)

As shown in Fig.5.2 the mean value ?(x,t) depends on the REV; i.e., if the
representative size  is too small, the mean value £ (x, ) represents only the material
at the center, whereas if the size [ is too large (e.g., the case of an inhomogeneous
medium) the mean value converges to another limit from its original mean value
f(x,1). We note that there are upper and lower limits for the representative size,
depending on the microscale geometrical properties of the material.

Y. Ichikawa and A.P.S. Selvadurai, Transport Phenomena in Porous Media, 157
DOI 10.1007/978-3-642-25333-1_5, © Springer-Verlag Berlin Heidelberg 2012
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Fig. 5.1 Representative
elementary volume (REV)
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Fig. 5.2 REV and the mean-valued function

The deviation of a function f(x’, 7, x) from its mean value f (x,¢) is given by

]o‘(x’,t,x) = f(x'.t,x)— f(x,1). (5.3)

Let g(x’, ¢, x) be another dependent variable specified in dv. Since we have

Ti=2 [ dwanae=o je=E [ jeanae=o
the mean value of f g is calculated by
fe=+NHE+9)=7g+ /g (54)

Note that the discussions in the following sections are based on this mean value.
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5.2 Diffusion and Seepage Problem for a Multi-component
Solution in Saturated Porous Media

We treat the problem of coupled diffusion and seepage of a multi-component
solution in a saturated porous medium with a deformable porous skeleton. The
porosity is assumed to be n as defined by (5.1).

The fundamental concept of the mixture theory is given in Sects.3.5 and 3.6
where the notation for a fluid phase are found. The important notation is reworded
to include a notation for a solid phase.

We represent a continuum body of the ath component of the fluid phase with
N-components as B, (¢ = 1,2,---, N). The motion of a spatial point x in the
current body  CR?is givenby x = x,(X4, t) = x; e;, and the reference position
X, is X, = )(Ojl(x, t) = Xox Ek.

The particle velocity v, of a material point X, at time ¢ is obtained as v, =
dwyXa(Xq, t)/dt. We denote the material time-derivative d()¢/dt of a function
¢ (x, t) with respect to the ath component as

do)¢p _ 99

=3 e - grad ¢. (5.5)

The deformation gradient F, = Fy;x e; ® E g and the inverse transformation
F.'=F} Ex ®e; are given by

F, = Grad yo(X,, 1), F.' =grad y;'(x, 1). (5.6)

The time derivative of the Jacobian J, is calculated as

diwyJu
dt

= Jodivre,  Jo = |detF,]| (5.7)

Matric diffusion in the solid phase (see Sect.5.2.2) can be developed using an
approach similar to that adopted to describe transport within the fluid phase. Let
B (¢« = 1,2,---,N) be a continuum region of the ath component of the solid
phase, and the motion of a spatial point x can be given by

x = xa(X5. 1) =x"e; (5.8)
Xi=(Hx, 1) =X Ex. (5.9)

As with the fluid phase, several variables such as the velocity are given by

o dixay Xo (X5, 1)

1
@ di 610

X X=constant
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— +v,, - grad 5.11
T = s v grd ¢ (5.11)
0x;
FI=Gradx:(X: 1), Fly= % (5.12)
aK
*\—1 *\—1 * \—1 3X;K
(F)" =grad(x,) (x,1), (Fjx) = o (5.13)
1
Ay I ,
% = J*divv*,  J* =|detF*|. (5.14)

5.2.1 Mass Conservation for the Fluid Phase

If we include the porosity n, the discussions of Sect.3.6 can be directly used.
Assume that within the REV of volume AV all variables are homogeneous. If the
mass of the ath component of the fluid phase is denoted as n,, the volume fraction
(occasionally referred to as the volume molar concentration) w, and the component
mass density p, are defined by

He =nwg AV =n XAV (la) (5.15)
My

where m,, is the molecular weight of the ath component.!

Let y, be the mass supply of the ath component due to, for example, a chemical
reaction, and let {, be the mass that is absorbed per unit area on the surface of the
porous fabric that composes the solid phase. Then the mass conservation law of the
ath component can be written as

di) _ ud
W/anadv—/gnyadv—Z/Fif}ads (5.16)

i=1

where M is the total number of solid particles that contribute to absorption.
If we apply Reynolds’ transport theorem to the 1.h.s. of (5.16) under (5.7), the
local form of the mass conservation law can be obtained as

d o\ NPy . o(n
(;tp T (afa)

+ div (npave) = nya — ¢ (la) (5.17)

'The volume molar concentration w, given by (5.15) is frequently used in the field of gas
chemistry, whereas in continuum mechanics the concentration ¢, based on a mass-fraction is
commonly used, as defined by (5.27). See e.g., Bowen 1976.
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where { is the absorbed mass per unit volume, which is calculated from the
absorbed mass per unit area . Details of the procedure are given in Note 5.1.
By summing up the total components, we have

d(np)

dt

Here we have assumed that a chemical species exchange can take place between the
fluid phase and the solid phase only through adsorption. Therefore the total mass is
balanced, giving

Z(nya—éé‘):O = ) nye=1¢" (5.19)

o

and we have used (5.18) when deriving (5.19). Note that the mean velocity v, the
total mass density p and the total absorbed mass {* are defined by

RS RVED SIS 3 (520)

The material time derivative of a function ¢ at a space-time (x, ¢) with reference to
the mean velocity v is given by

dp 3
o= +v-grad¢. (5.21)

The velocity gradient L, the stretch tensor D and the spin tensor W are defined as
L =gradv=D+ W, (5.22)

1 1
D=_(L+ LT, w= S(L— L") (5.23)

If the mean velocity v is used, (5.17) can be rewritten as

d(npe)
dt

+ npedivy = —div (n,oaia) +ny,— (') (5.24)
where we have defined the diffusion velocity v, as
Vg = Vo — V. (5.25)

By eliminating v from (5.18) and (5.24), we obtain

d(npe) . d(np) _
dt *dt

—div (npoia) +ny,— ) (') (5.26)
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where ¢, is the concentration based on the mass fraction, defined by

cy = P2 _ P (5.27)

np - p

The material time derivative of ¢, with reference to v gives the following:

dcg d(np) d(npe)
np— = — Cy + .

dt — dt dt ©.25)
Substituting (5.28) into (5.26) gives the diffusion equation as
deq . _
np—- = —div (n,oava) +ny, = (o). (5.29)
From (5.27), we have the following constraint on the concentration c:
o=l (5.30)

Note 5.1 (Estimation of the volume adsorption {}). Let us assume that the porous
medium is microscopically periodic as shown in Fig.5.3, and N identical micro-
cells are connected in the complete macro-domain €2y with the internal solid/fluid
interfaces I‘}S. Referring to (5.17), we can rewrite (5.16) as

N
/ D(npy) dv = —Z/ ¢y ds, (5.31)
Qo Fjﬁ;

i=1

D) = 2P iy (npave) —nya (). (5.32)

ot

Q: Macro-domain

Q;: Micro—domain

Micro—field
(Micro—cell)

Macro—field with
periodic micro—structure

Fig. 5.3 Micro/macro problem and periodic boundary condition
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Fig. 5.4 Spherical absorbent . T C—
body in the micro-cell

i T

We have assumed that in (5.32) the terms on the boundaries cancel out due to
periodicity. Let the size of the micro-cell be L., and a sphere of radius a, is
immersed in the solution (Fig.5.4). This causes adsorption of the amount {; per
unit area on the surface of this spherical absorbent body. The volume of the macro-
domain is given by V' = N(L.)*,and the surface area of one sphere is 47a2. If the
adsorption field is uniform, (5.31) gives

D(npy)V = —N47ra§ &
This gives the following estimate for £ as defined by (5.17):

a;
(Le)?

O =A% (5.33)

5.2.2 Mass Conservation in the Solid Phase

We here introduce a process of diffusion and reaction in the solid phase similar to
that in the fluid phase. By drawing an analogy to the analysis of the fluid phase, we
have the following equation of mass conservation for the oth component:

d<*a>/ . / \ M/
— 1—n)p,dv= 1—n)y,dv+ o -nds (5.34)
7 Q( )P Q( Y, E F,_NC

i=1

where y; is the mass supply of the «th component in the solid phase, and p is the
component mass density of the species « in the solid phase which is defined in the
REV as

nt=(-mo AV =1-n) 22 AV () (5.35)
My

where n} and ) are the amount of mass and the volume fraction of the oth
component, respectively. Note that ¢, is the mass per unit area absorbed on the
solid particles as described in (5.16).
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The local form of (5.34) can be obtained as

dixa) ((1 —n) PZJ)
dt

+ (1 =n)pidivvi =1 -n)yl+¢ () (5.36)
By summing up the total components, we have

dy ((1 —n) p*)
—

o ((1—mp)

1— *divv* =
4+ (1 —n) p*divy 5

+ div ((1 —n) p*v*) =0
(5.37)

where v* and p* are the mean velocity and the total mass density of the solid phase
which are defined by

1
v = o doovi o e =)ol (5.38)
As in (5.19), we have a constraint

d—-nyyr=1t* (5.39)

The material time derivative of a function ¢ with respect to the mean velocity
v*(x,t) is given by

= — -grad ¢. 5.40
pT o TV e ¢ (5.40)

The velocity gradient L*, the stretch tensor D* and the spin tensor are defined by

L* = gradv* = D* + W*; D* = %(L + (L*)T), W = %(L - (L*)T).
(5.41)

Adopting a procedure similar to that used in (5.29), the diffusion equation of the
ath component in the solid phase can be derived as follows

<1—n>p*%=—div((1—n)p:v:)+(1—n>y:+z;: (a),  (5.42)

where

—%

Ve =i (5.43)

is the diffusion velocity of the ath component, and as given in (5.30), we have a
constraint on the concentration ¢ :

doer=1 (5.44)
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The diffusion in the solid phase is referred to as the matric diffusion. Matric
diffusion for a fractured rock is presented by Rasilainen (1997); however, there
are always small scale fractures even in the ‘intact’ part. Pure matric diffusion is
rarely observed under normal temperature/stress/chemical states and therefore the
diffusion velocity in the solid phase can be ignored (| v} | < 1).

Using (5.25) and (5.43) we introduce the diffusion mass flux of the oth
component as

gy = npove + (1 —n)p, v, (lo). (5.45)

Example 5.1 (A constituent description of bentonite clay). Bentonite consists
mainly of smectitic clay minerals such as montmorillonite and beidelite, with
macro-grains that are mainly quartz and chalcedony. The chemical formulae of
water and quartz are H,O and SiO,, respectively, and we assume that the chemical
formula of a smectitic clay mineral is Na;3A15[Si11,3A11/3]010(OH),. Note that the
sodium ions Na™ exist in an interlayer space of the clay minerals. For simplicity,
the porosity is assumed to be n = 0.5, and the composition (i.e., mass fraction) of
the solid phase is given as consisting of 50% clay minerals and 50% quartz. The
pores are assumed to be filled with pure water. The REV is a 1 cm cube.

Atomic weight of the constituent elements are as follows: Na;22.989770,
Al;26.981538, Si;28.05855, 0;15.994, H; 1.00794. The molecular weights of
water, the smectitic clay mineral and quartz are thus my, = 18.015, mg, = 367.510,
mq, = 60.057, respectively.

The mass density of water is 1.00[g/cm?], and we assume that the intrinsic
mass densities of the smectitic clay mineral and quartz are 2.70 and 2.70 [g/cm?],
respectively. Therefore, the amount of chemical substances of the water, smectitic
clay mineral and quartz in the REV are n,, >~ 1/36, nsn, =~ 9/800, ng, =~
81/44, 080 [mol], respectively.

Based on the above data, the component densities of the water, clay mineral and
quartz are calculated as py, ~1.00, pg ~1.35, paz ~1.35[g/cm?], respectively. W

Note 5.2 (Distribution coefficient K; and the classical diffusion equation). If the
mixture of a fluid (i.e., solution) is dilute, which is what is assumed for an ideal
solution, the adsorption can be treated as being the distribution in the solid phase,
where a distribution coefficient K, is introduced as follows:

¢y =K. (5.46)

For the ideal solution K, is assumed to be constant, and both v} and v* can
be ignored. Using these assumptions and adding (5.29) and (5.42), we obtain the
classical diffusion equation as follows:

9
Ry % + npv - grad ¢,

= —div (npava) Fye + A —n)ys (o) (5.47)
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where R; is the retardation coefficient which is given by
R;=np+ (1—n)p*Ky. (5.48)

If we evaluate the adsorption by considering the distribution coefficient K4, the third
term on the r.h.s. of both (5.29) and (5.42) can be neglected. |

Note 5.3 (Fick’s law and the constraint). In the classical diffusion theory we
assume that the matric diffusion can be ignored, and we introduce Fick’s law for
the diffusive flux g1} as

qy =— Z D, gradcg (5.49)
B

where D,z is the diffusion coefficient, which is positive definite (i.e., o Dog 1p >
0 Vne).Itis noted that (5.49) is an empirical formula. As implied by (5.45), we have
Za PaVo = Za o V; = 0, therefore the following constraint must be satisfied:

Z‘I? = - Z Z Dgg gradcg = 0. (5.50)
o a B

5.2.3 Seepage Theory for the Incompressible Fluid

When we solve the diffusion problem which is given by, e.g., (5.29), we encounter
a problem that relates to the evaluation of the mean velocity v (note that dc, /dt =
dcy /0t +v - grad cy). It may be possible to solve a microscale problem based on
the Navier-Stokes equation; however, in classical soil mechanics we commonly use
the seepage equation to determine v. Using the assumption of incompressibility of
a fluid, we can derive the seepage equation from (5.18) and (5.37).

Let us assume that both the mixture fluid and the intrinsic part of solid are incom-
pressible (p = constant, p* = constant). Under these incompressible conditions
and applying (5.41), we obtain alternative forms of (5.18) and (5.37) as follows:

dn

i + div (nv) —v-gradn =0 (5.51)
—d;t" +(=n)uD*=0 (5.52)

We substitute the relation

d«n dn . _dn . " . *
T E—(V—v )-gradn = E—dlv[n(v—v )]+nd1v(v v') (5.53)
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into (5.52), and obtain

d
a@ _ (1—=n)trD* + (v —v*) - gradn = div[n (v —v*)]| — ndivy + divy*.

dt
(5.54)

By substituting (5.54) into (5.51), we finally obtain a seepage equation that includes
the volumetric deformation of the solid phase tr D* as follows:

wD* +divi = 0 (5.55)
d
d—’: = —ndivy (5.56)

where (v—v™*) is the intrinsic fluid velocity, and

v=n@-—v" (5.57)

is referred to as the seepage velocity or Darcy’s velocity of a pore fluid, to which we
apply Darcy’s law given by

5= —kgadp, ¢=-2L ¢ (5.58)
0g

Using an equation of equilibrium or motion, which determines the deformation
of the solid skeleton, and (5.58), a system of differential equations for specifying
the mean velocity v (i.e., the conventional consolidation problem) is achieved.
Note that in (5.58) ¢ is the reduced Bernoulli potential (i.e., the total head
excluding the velocity potential), k is the hydraulic conductivity tensor, p is the
pore pressure of the fluid, g is the gravity constant, and ¢ is the datum potential.
Thus by starting with the mass conservation laws for both fluid and solid phases,
we can simultaneously obtain the diffusion equation and the seepage equation
which includes a term that accounts for the volumetric deformation of the porous
skeleton.

Note 5.4 (On the permeability and flow in a porous medium). The seepage equation
can be obtained by substituting Darcy’s law into the mass conservation equations
of fluid and solid phases, as described above. The effects of the micro-structure
and microscale material property are put into the hydraulic conductivity k, which
is fundamentally specified through experiments. It is not possible to specify the
true velocity field by this theory, whereas by applying a homogenization technique,
we can determine the velocity field that will be affected by the microscale
characteristics. In Chap.8 we will outline the homogenization theory, which is
applied to the problem of water flow in a porous medium, where the microscale
flow field is specified.
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Fig. 5.5 Schematic diagram :Q
of the constant head T

permeability test I
Ah
N
A Sample E
L »
Let us assume that a porous medium is isotropic (k;; = kd&;;). We briefly

describe a method to determine the hydraulic conductivity k through an experiment.
Figure 5.5 shows the schematic diagram of a constant head permeability test, in
which the flow rate QO is measured as a volume per unit time. If the differential
head is fixed as Ah, and the cross section and length of the specimen are A and L,
respectively, the hydraulic conductivity k is calculated as

0=k AATh (5.59)

Note that the hydraulic gradientis i = Ah/L.
The hydraulic conductivity k is strongly affected by the viscosity p of the fluid,
therefore we can introduce the following permeability coefficient k*:

k=k*PE = k*% (5.60)
n m

where ¥ = pu/p is the kinematic viscosity.
Let M, L and T be the scales of mass, length and time. We denote the dimensions
of the above variables together with the pore pressure p as follows:

[0]=L%T [n=L [k]=L/T
[k*]=L% [u]=M/LT  [uf] =L%/T (5.61)
[]=M/L* [g]=L/T> [p]=M/LT

The dimensions are given in the MKS units as [Q] =m?/s, [h] =m, [k] =m/s,
[k*]=m?, [u]=Pas, [11*] =m?/s?, [p] =Mg/m’, [¢] =m/s?, [p] =Pa m
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5.2.4 Seepage Theory for the Compressible Fluid

We assume that the fluid mixture is compressible (p # constant) and the intrinsic
part of the solid is incompressible (p*= constant). Then (5.18) reduces to

d(np)
dt

+ div (npv) — v - grad (np) = 0. (5.62)

By substituting (5.53) into (5.52), we obtain (5.54), which, when substituted into
(5.62), gives the following seepage equations for a compressible fluid:

I
nd(dn[p) +uD*+divi=0 (5.63)
dn d(In p) )
T n [ i + dlvv:| (5.64)

where ¥ = n (v — v*). Let pp and K be a reference density and the volumetric
elastic constant, respectively, and a constitutive law for the compressible fluid can
be written as

P dp d(Inp)
=KX = =kKk—= 5.65
p=kn(p) = G=KG (509

Then (5.63) and (5.64) are rewritten as follows:

n dp " e

Xdr +trD* +divi=0 (5.66)
dn 1 dp

] [ .67
T n(Kdt + 1vv) (5.67)

It is clear that Darcy’s law (5.58) can be applied to (5.66).

5.3 Navier-Stokes Equation and the Classical Permeability
Theory

The true velocity v of a fluid mixture flowing in a porous medium is a function not
only of the porosity n but also of several other factors, including the particle size
and surface conditions due to the viscous properties of the fluid. In this Section we
assume that the problem has a simplified geometry in order to solve the problems of
viscous flow and discuss the permeability characteristics.
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5.3.1 Pipe Flow: Hagen-Poiseulle Flow

Assume that a fluid of mass density p flows through a pipe of diameter d = 2a (a
is the radius) as shown in Fig. 5.6 (Hagen-Poiseulle flow). When the velocity field
is one-dimensional, the differential equation governing the pipe flow problem along
with the boundary conditions (BC) is given in cylindrical polar coordinates (r, z) as

follows:
1d dv, 1dp
rdr (r dr ) ndz (5.68)
BC: v,=0 at r=a, (5.69)
V, = Vipax <00 at r=20 (5.70)

where v, is the velocity in the z-direction, p is the pressure (dp/dz is the pressure
gradient), and u is the dynamic shear viscosity.
The solution of the ordinary differential equation (5.68) is

v, = ﬁj—i(az — r2) (5.71)

and the mass flux ¢ through the pipe is given by

dp wa*

T (5.72)

q:/ pv, - 2mwrdr =—
0

where u* = p/p is the kinematic viscosity.> The mean velocity 7 and maximum
velocity V), are calculated as

1 [ dp a®
vo2mrdr ==&y r=0)=2%.  (5.73)
dz 8u

‘_}:_
ma? |,

Let L be the length of the pipe, and the pressure loss be Ap. Then we have
—dp/dz>~Ap/L, and using (5.73),

32uvl

5 (5.74)

Ap = —

Since the Reynolds’ number (cf. Sect. 5.6) for the flow through the pipe is

2In most textbooks, the shearing kinematic viscosity is denoted as v, whereas we employ the
notation ¥ and v¥ for shearing and volumetric kinematic viscosities, respectively, since we
consider the fluid to be compressible.
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Fig. 5.6 Hagen-Poiseulle
flow

(5.75)

the drag coefficient Cp for the flow in this pipe, with an inner diameter d = 2a, is
given by

_ Pressure loss . —d -dp/dz _ 64 (5.76)
* Kinetic energy of the inflow  pv2/2 R, '

Cp

where (5.73) and (5.75) are used.
The shear stress 1, on the pipe wall is calculated by considering the equilibrium
for pressure loss as

d A
nazAp =2mwalt, = 71,= ——p, (5.77)
4 L
and the friction factor f caused by the shear stress is
Shear stress at the wall Ty d Ap

f= =

= = —. 5.78
Kinetic energy of the inflow ~ pv?/2  2pv? L (5.78)

This f is known as Fanning’s friction factor. Using this f', the frictional energy loss
F for flow in a pipe of length L is given by

=2 =2
Fp= 4f(§) (%) - 2fjv . (5.79)

This is referred to as Fanning’s formula. The unit of measurement for Fr is [J/kg].
The pressure loss due to friction A P is then given by

2pfLv?
d

AP; =pFj = (5.80)

where A Py is given in [Pa]. Using (5.76)—(5.78) we can see that the drag coefficient
Cp is related to the friction factor f by

Cp=4f (5.81)
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In terms of the frictional energy loss we define Darcy’s friction factor A by

A =4f (5.82)

5.3.2 Flow Through an Assembly of Pipes and Its
‘Permeability’

Consider the viscous flow through an assembly of pipes with an overall square
cross section of side length D and an overall longitudinal length L (Fig.5.7).
The diameter of a single pipe is d, and for simplicity we ignore the thickness
of the pipe wall. The boundary surface of each pipe is impervious. It should be
noted that the porosity n = 1— /4 of the section is the same for any size of
pipes.

If the number of pipes is N = (D/d)?, and a flux through one pipe is given by
(5.72), the total flux through this pipe assembly is

dp wa* dp w

2
= -N = ———N = - dD . 5.83
Q=q dz 8ut dz 128,ui( ) (5:83)

From the above equation a ‘hydraulic conductivity’ k of this system can be

defined as
aD? (d\*
k= —| — 5.84

128t (D) (5.:84)

As we can see, the ‘hydraulic conductivity’ is proportional to the square of the
ratio d/D. That is, if the pipe diameter becomes one tenth under the same D,
the ‘hydraulic conductivity’ becomes one hundredth, since, as understood from
(5.71) or (5.73), the velocity is restricted by the viscosity and is proportional
to d>. Figure 5.8 schematically shows the velocity profiles for the case when
the pipe diameter becomes one half, then the maximum velocity becomes one
fourth.

Fig. 5.7 Assembly of pipes
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Fig. 5.8 Relationship a b
between the pipe radius and
the flow velocity

W

5.3.3 Flow in a Tank Filled with Solid Particles and Its
Permeability

Consider the ‘seepage flow’ problem in a tank that is filled with solid particles as
shown in Fig. 5.9. The total volume of this tank is V' and the volume of the voids is
V,, so that the porosity is n = V;,/ V. The mass flow velocity V = Q/p is given by
the flux Q. The total surface area of solid particles is S, and the surface area per
unit volume of one particle is s, (if the particle is a sphere of diameter d, = 2r,,
sy = 4nr,/(4nr,/3) = 6/d,). Then the surface area per unit volume S, of the
total solid particles is calculated as S, = s,(1—n).

Since there is no known analytical solution to this problem, we simplify the
problem by introducing a virtual pathway in the porous medium (Fig.5.9). The
length of the virtual path is L., and its longitudinal projection is L,. The fluid
flow passes around each particle, so the wet path length is /[, = 2mr, and the
sectional area of flow is s, = nrﬁ. Thus a diameter d, of the virtual pathway can
be determined by

d
S _ L (5.85)
[y 4
This d, can also be formulated as
s v, Vn 4n
L, S, Vs, S(1-n) (5.86)
The velocity v, of fluid in the virtual pathway is
L VL
LA’ = P, = ——2. (5.87)
Ve V/n nL,
Applying the Hagen-Poiseulle flow (5.74) yields
Ap v (1-n) o L,
Ap _ _ 77, =3 5.88
Le dez K f’l3 ,LL v K L% ( )
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Fig. 5.9 Flow in a tank filled e L
) !

with solid particles iy

v Permeability
velocity
=

dp: Diameter of a particle

This is known as the Kozeny-Carman formula, and the Kozeny constant « has
been experimentally estimated as k ~ 5. The Kozeny-Carman formula can be
simplified to

A (5.89)

which is known as Darcy’s formula in which there is no explicitly observed effect
of the particle diameter and the permeability k* is just an experimental constant. It
should be noted that in the Kozeny-Carman formula the effect of the particle size is
given by S, = 6(1—n)/d), so its square effect is explicitly estimated.

5.4 Fick’s Law and Evaluation of the Diffusion Coefficient

We suppose that the driving force for the mass flux ¢}, which is introduced by
(5.45), is a gradient of the chemical potential. Thus the constitutive law for g} is
given by the gradient of the chemical potential (cf. Appendix E.6 and E.7). For
example, for a mixture of two elements without intermolecular forces, given by
(E.85) and (E.86), we have

31
¢" = —Dgradc;, D =Dy (1 +3 1‘:121) (5.90)

where D, is a constant, and y; is the activity coefficient of species 1. In the
electrolyte solution given by (E.119) and (E.120) we have

_ ad
¢ = —Dagradcs, Dy= ——— ¢, SEL 4y (591)
UyZ+ —U—_Z—  OCy

In the following discussion in this Section we treat the phenomenological Fick’s
law in terms of practical engineering aspects.
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In classical diffusion theory, the diffusing mass flux ¢/ is treated as the sum of
molecular diffusion, pressure diffusion, thermal diffusion by the Soret effect, and so
on, whereas the physical background of these effects are not completely discussed.

Let n be the ‘effective’ porosity, which directly affects the diffusion. Since
isotropic diffusion is considered (D;-);’3 = Dqygd;;), the flux of molecular diffusion
for the ath component can be given according to the following form of Fick’s law:

ac
g =—pny D=L (5.92)

where p is the mean density of the solution, and Dgﬂ is the effective diffusion
coefficient, which is related to the molecular diffusion coefficient Dg by

8
& =~ Dap. (5.93)

and 7 (> 1) is the tortuosity; this is related to the minimum diffusion path of length
[ and the effective path length [, by

I 2
T = (7) > 1 (5.94)

and § (< 1) is the constrictivity, which accounts for the effect of fine pores with a
mean diameter d,, comparable to the diameter of the solute molecules d,,. Then, let
A, be

Ap=— <1 (5.95)
and the empirical constrictivity can be experimentally derived as

§=(1—2,)°(1=2.1041, 4+ 2.0945 —0.951>)
§=(1-2,"*
§ = exp(—4.64,)
§ = 1.03exp(—4.51,)

By combining both coefficients of (5.92) and (5.93), we obtain the formation
factor as P

F=n-
T

This formation factor is related to the microscale geometry of the REV.
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Let D§ be the diffusion coefficient of the ath component in pure water, and
assume that the interactions between the ath and Bth components are equivalent;
therefore we have

Daﬂ = Ol* Dg5a,3 (!Ol)

where a* is the solute coefficient. Then Fick’s law (5.92) is given as

ac”‘ ex acﬂt
qy; = —pD(c*)7— = —pn D" (%) — (5.96)
ax; 0x;

1 1

8
D¢(c*) =nD*(c*) = «*FD§ = a*n—Dy§ (‘). (5.97)
T

Next, suppose that the effect of mechanical dispersion, as shown in Fig.5.10,
accounts for the locally dispersing phenomenon due to the solid particles. We
consider the mean values and deviations of the velocity v and the concentration ¢,

CaV =CaV + CaV (5.98)

(Q; = Vga = 0). From the second term of the r.h.s. we can define the dispersive
mass flux as

g =c,v (5.99)

Using this dispersive mass flux ¢¥, a working hypothesis of Fick’s law is
introduced:

dc, dc,

M Me a Me o @
dyi = —pD;;(c )_8xj = —pnD;;**(c )_ax,- (5.100)
DY¢(c*) = nD}* () (5.101)

Mean velocity
v

_>

Fig. 5.10 Mechanical
dispersion
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where the anisotropic property is invoked because of the characteristics of dispersive
flux. Based on experimental observations, Dijy ¢(c*) is considered as

ViV
DYfe(c) = larvéy + (@ —ap) =2} fPe.bc”)  (5.10)
where a7 and a;, are, respectively, the lateral and transverse dispersion coefficients,

v = |v |, Pe is the Peclét number and § is the constrictivity (Bear and Verruijt 1987).
The function f(Pe, §, ¢%) is proposed as

o Pe
R e )

(Bear and Bachmat 1990). However, usually this is set conveniently as
f(Pe,§,c%) ~ 1.

The flux ¢, that combines both the molecular diffusion and mechanical disper-
sion can be written as

~ dc ~ dc
Goi =qq; + q% = _le?j () 3xa, = _anl?j*(ca) 3; (5.103)
J J
D¢ (c*) = D(c)8;j + De(c*). D (c®) = D*8;;(c®) + DI ().
(5.104)

5.5 Adsorption Isotherm and the Distribution Coefficient

Adsorption in a porous medium is processed by the segregation of some species
(i.e., adsorbate) from the solution and subsequent precipitation on the surface
of the solid (i.e., adsorbent). Adsorption is classified by physical adsorption or
physisorption caused by an electrostatic force (i.e., Coulomb force) and a van der
Waals force, while chemisorption is caused by surface reactions (Moore 1972).
Adsorption of N, gas by SiO, is a physisorption. Adsorption of O, by activated
charcoal, and adsorption of H, gas for metallic Ni are chemisorption. We need to
heat the adsorbent under high pressure in order to remove the chemisorbed material;
however, frequently, this resultant material is different from the originally adsorbed
one. In physisorption several layers of adsorbed molecules may be formed, while
in chemisorption only a monolayer is formed. Occasionally after chemisorption
other physisorption processes may occur. The energy of physisorption ranges from
300 to 3,000 J/mol, while the energy required for chemisorption ranges from 40 to
400 KJ/mol. The conditions of temperature, hydrogen-ion exponent pH and redox
potential Eh strongly affect the adsorption phenomena.
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Note 5.5 (Adsorption, absorption and sorption). The process where a concentration
of molecules or ions at an interface between a solid and a fluid becomes incorporated
within the solid is referred to as adsorption. Note that at the interface of an
electrolyte aqueous solution and a solid, the concentration may become dilute. We
refer to this as a negative adsorption. When the adsorbed molecules or ions on
the surface can be detached due to changes in the chemical conditions, desorption
occurs.

On a solid-gas interface, we may observe that the gas molecules diffuse into
the inner part of the solid. This is referred to as absorption. If both adsorption and
absorption take place simultaneously, this process is referred to as sorption. |

Note 5.6 (Van der Waals force). Even for nonpolar molecules, the polar character
is generated due to instantaneous deviations in the electron orbit. Because of this
electric field, the neighboring molecules become polarized, and the energy level
of the total system becomes lower if the force is attractive rather than repulsive.
Frozen carbon dioxide and crystals of iodine I, are examples of crystals formed
by van der Waals forces, which are known as molecular crystals. Since the van
der Waals forces have no orientation, the molecular crystals occur in a closely-
packed structure. The van der Waals force V() is inversely proportional to the sixth

power of the intermolecular distance r: V(r) = —C/r®. The van der Waals force is
extremely small compared to chemical forces such as ionic bonds, covalent bonds
and metallic bonds (i.e., less than 1/100). |

Adsorption can be classified into two types; (1) the equilibrium adsorption isotherm
in which the reaction process is in equilibrium, and (2) the nonequilibrium
adsorption isotherm in which the reaction rate is important. Since classical thermo-
dynamics treats only the equilibrium state, the nonequilibrium adsorption isotherm
is commonly described in a phenomenological sense (cf. Appendices E.8 and E.9).

Here we list some examples of the equilibrium and nonequilibrium adsorption
isotherms. Let the current area of an adsorbed layer be S, and let the final area of
the layer after completion of the reaction be Se. Then the fractional coverage 6 is
expressed as

0=—. 5.105
S ( )

5.5.1 Langmuir’s Equilibrium Adsorption Isotherm

Gas adsorption for a solid was first formulated quantitatively by Langmuir (1916,
1918). The model assumes the following conditions:

1. Adsorption proceeds with monolayer coverage.

2. On a perfectly flat surface there are N -sites for adsorption; these are uniformly
distributed on the surface, and are mutually equivalent.

3. A molecule adsorbed at a site does not affect the adsorption properties of
neighboring sites.
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Let k, and k, be, respectively, the adsorption and desorption rates of the species
« in a gas under the partial pressure P,. Following the reaction theory given in
Appendices E.8 and E.9, the equilibrium reaction of adsorption and desorption can
be written as

d(l1—190) do
- = — =k,P,N1—-0)—ky;NO = 0. 5.106
7 7 ( ) —ka ( )
Then we have L P b P
= aza = d “ ! ~1 7
0 kd+kaPa 1+baPa (O{) (5 O)
where
b —k—“ (5.108)
o — kd .

is the adsorption coefficient for the species .
If we plot the fractional coverage 6 against the partial pressure P,, we obtain a
hyperbolae. Equation 5.107 can be written in the alternative form as

! 1
0 bo P (o), (5.109)

where a plot of 1/6 v.s. 1/ P, is linear and referred to as the Langmuir plot, which
can be used to determine by, .

In (5.107) if by Py, < 1; (@), i.e., the partial pressure is small enough or the
fractional coverage is small enough, we have

0=by Py (). (5.110)

This is known as the linear adsorption isotherm. On the other hand if
bo Py>1; (o), i.e., under high pressure or highly adsorbable, we have

1-6 = (). (5.111)

bOtPO[

In a perfect gas and in a dilute solution, the concentration ¢, is proportional to
the partial pressure P,, so that, for the case of a dilute solution that flows in a porous
medium, (5.107) becomes

* by co

- = |
R S (o) (5.112)

where ¢ and ¢, are, respectively, the concentrations of a species « in the solid and
in the solution. For the case of b, ¢, < 1; (o), the equilibrium adsorption isotherm
(5.112) is given by

ct=K'c, () (5.113)

where K g (=by) is referred to as the distribution coefficient as described in (5.46).
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We sometimes use an alternative form of (5.113)
C; =kicy + ko (5.114)
where ki and k, are constants. This gives a nonlinear adsorption isotherm.

For practical solutions the activity a, defined by (E.74) is used instead of the
concentration ¢,. Then (5.112) and (5.113) can be rewritten as

by a
- la), 5.115
Ca 14+ b, ,a, (o) ( )
ct=Kla, (). (5.116)

Note that in the following discussions of the Freundlich and Temkin isotherms, a
similar procedure can be applied by using the activity of practical solutions.

The coefficient b, of (5.112) and (5.115) represents the equilibrium constant of
adsorption/desorption as shown by (5.108). Then, by applying (E.141), we have the
following interpretation:

\©
by = By e BHOW/RT g ,(ASOS/R (5.117)

We can outline the procedure used to solve the diffusion problem under the
Langmuir equilibrium adsorption isotherm. A diffusion field in the solution (5.29)
together with Fick’s law gives

deg
dt
qo = —ky Vg (o) (5.119)

np +V.qy=nYy, (5.118)

where the adsorption term ¢ is ignored since it is evaluated in the adsorption
isotherm, ¢, is the mass flux of the species « in the solution, and k, is a diffusion
coefficient of species « in the solution. On the other hand, the diffusion field in the
solid is given by (5.42) together with Fick’s law:

d*c* * *
(1 —n)p*d—ta +V.q,=00-n)y,, (5.120)
q, =—k; Ve, (‘). (5.121)

Note that even if the adsorption reaction is in equilibrium, the diffusion field is
time-dependent. Here ¢ is the mass flux of the species « in the solid, and k is
a diffusion coefficient of a species « in the solid. Differentiating (5.112) of the
Langmuir equilibrium adsorption isotherm with respect to time gives

dcx 4 0cy b
© =KI 2 VeiE=K!Ve, Ki=_—T—— lor).
ot “ 3t fo = Do ¥ Co ¢ (I4beca)? (o)

(5.122)
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Substituting these into (5.120) and (5.121) and summing with (5.118) yields the
following diffusion equation in terms of the concentration ¢, of the solution:

¢y - _
npRgW + I:npv“ + (1 _H)P*ngz:l Ve =V (koc Vcoc) = Ya (!Ol),
(5.123)

1_ *

R
a np

K¢, kg =ko + kXK, Fo=nye + (1 —n)y’ ().
(5.124)

Since the diffusion velocity in the solid is usually slow, we have E[ >~ ky. The
particle velocity v} is also slow. Therefore (5.123) can be approximated by the result

dcq ~
np [R;’% t v, - Vca:| _v. (ka Vca) —7, (). (5.125)

5.5.2 Freundlich’s Equilibrium Adsorption Isotherm

On the surface of a crystal, defects related to dislocation of the crystal structure
are commonly observed. On these nonuniform surfaces a formulation adopted by
Freundlich (1926) fits with experimental data: i.e.,

0 = k(P,)"/™ (5.126)
which gives a nonlinear equilibrium adsorption isotherm. Here k is constant and m
is also a constant greater than unity.

Equation 5.126 can be rewritten in terms of the concentrations ¢ and ¢, as

ek =ky(c)/™ (o). (5.127)

5.5.3 Temkin’s Equilibrium Adsorption Isotherm

Temkin’s equilibrium isotherm corresponds to a logarithmic form of a nonlinear
adsorption isotherm given by

0= C1 11’1((,’2Pa) (5128)

where ¢ and ¢, are constants. In this case, the enthalpy of adsorption is known to
be linear with respect to the partial pressure P,.
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Equation 5.128 can be rewritten in terms of the concentrations ¢ and ¢, as
follows:
¢y = Cio In(c2cq) (o). (5.129)

5.5.4 Langmuir’s Nonequilibrium Adsorption Isotherm

For the case of nonequilibrium adsorption where the rate of reaction cannot be
ignored, Langmuir’s nonequilibrium adsorption isotherm corresponding to (5.112)

is given by
dac* by Ccy
& =ky| ———— = ! 1
i = ) 6130

where k, and b, are constants (Hendricks 1972). If b, ¢, >, (l&), it reduces to a
linear form of the nonequilibrium adsorption isotherm

a *
act“ thkect=0  (la) (5.131)

where k,, is a constant. Thus, (5.114) can be rewritten as

a *
;; = ko (k1a o + kog — ) (5.132)

where k, ky, k14, koy are constants (Lapidus and Amundson 1952).

5.5.5 Freundlich’s Nonequilibrium Adsorption Isotherm

A nonequilibrium adsorption isotherm corresponding to (5.127) is given by

ac*

a_: =k, (kla (Cg) /™M — c;‘) (5.133)

where k,, k1. m, are constants.

5.6 Transport Equations and Similitude Laws

The Navier-Stokes equation (2.238) for an incompressible Newtonian viscous fluid
can be written as
oy

1
5 +Vvv=——Vp+utAv+b (5.134)
o
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Ver=0 (5.135)

where A = V - V is the Laplacian. The diffusion equation (5.125) together with
Fick’s law is given by

0 k
—C+Vc-v=DAc, D=2

R
4ot np

(5.136)

where k p is the diffusion coefficient. The thermal conduction equation together with
Fourier’s law is given by

aT k
= TVT v =aAT. a:é (5.137)

where k7 is the thermal conductivity. We will discuss similitude laws for these
transport equations.

Let v, L and V be the standard time, length and velocity, respectively, then the
normalized time, length and velocity are given by

t X y
= —, x* = v = — (5.138)
T L |4
Note that in most cases we can set T = L/V. Using the above definitions of

time-space normalization we can introduce the following normalized pressure p*,
concentration ¢* and temperature 7*:

p—po=pV?p* c—co=(co—0)c* T—-To=(Tp—T)T*. (5.139)

where po, cg, Tp are the initial values for the pressure, concentration and tempera-
ture, respectively, and ¢, T are boundary values of concentration and temperature.

Substituting (5.138) and (5.139) into (5.134)—(5.137), we obtain the normalized
transport equations as’

ov* 1 1 b
St V% oy = V*p* + — A — —| 5.140
Bt*+ view p +Re v +Fr,og ( )
V* oyt =0, (5.141)
* 1
St Vic* v = — A*c*, 5.142
D e +VicT -y P c ( )

3Note that under the base vectors {e "} differential operators in the normalized space are defined by

d
grad* = V* = ¢}

P A=V AT=VTLVT
i
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aT* 1
VAT oyt = — AFT* (5.143)

St
at* Per

where g is the gravitational acceleration, St is the Strouhal number, Re is the
Reynolds number, Fr is the Froude number, Stp is the Strouhal number for
diffusion, Pep is the Péclet number for diffusion and Per is the Péclet number for
temperature. Note that we have the following physical interpretations:

St— LV _ time scale for flow 7 (5.144)
T time scale for unsteady flow
R V2/L VL  inertia force (5.145)
e — = —_ ), .
uwiV/L?2  ut  viscous force
pV?/L inertia force
Fr = = — , (5.146)
0g gravitational force
Sty = R,L/V _ flow time scale inclluding absorption, (5.147)
unsteady time scale
Pe, — E _ Mass transport by convection (5.148)

D mass transport by diffusion ’

VL  heat transport by convection
Per = — = ——. (5.149)
o heat transport by diffusion




Chapter 6
Classical Theory of Consolidation for Saturated
Porous Media

Soil is a mixture of a solid phase, a liquid phase (i.e., water) and a gaseous phase.
Saturated soil is a two-phase material which consists of a solid phase and a liquid
phase. The formulation of a theory for a saturated soil commenced with the concept
of the effective stress of Terzaghi at the beginning of the twentieth century, and
Terzaghi’s concept was extended by Biot to a three dimensional consolidation
theory.

In this Chapter, we review the classical theory of consolidation for saturated soils
under the assumption that both the intrinsic part of the solid phase and the fluid
are incompressible, and that the deformation of the soil results from a nonlinear
deformation characteristic of the skeleton and the seepage of fluid.

6.1 Mass Conservation Law and Seepage Equation

As described in Sect. 5.2, the fluid flow problem in a porous medium is given by a
seepage equation, which we again show here together with Darcy’s law, assuming
that the intrinsic solid particles and fluid are incompressible. Note that we will not
consider diffusive processes.

A mass conservation law for water together with the incompressibility condition
results in the following seepage equation:

tr D* +divi =0 6.1)

where v is the seepage velocity which is defined by (see (5.55))
v=n—v"). (6.2)
The driving force associated with the seepage velocity v is the reduced Bernoulli
potential, which consists of the pressure head and the datum head ¢; thus Darcy’s

law takes the form

Y. Ichikawa and A.P.S. Selvadurai, Transport Phenomena in Porous Media, 185
DOI 10.1007/978-3-642-25333-1_6, © Springer-Verlag Berlin Heidelberg 2012
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y
3
Ground surface
g
: f
Reference level y=H ' Reference level z=H
e [
>y kK > X
(a) 2-D problem (b) 3-D problem
Fig. 6.1 Reference levels
- P
v = —k grad ¢, o=—+4+¢ (6.3)
124

where p is the mass density of water, k is the hydraulic conductivity tensor, g is
the gravity constant, ¢ is the total potential, and p is the pore pressure. The datum
potential is measured from a reference level H; for a two-dimensional problem as
shown in Fig. 6.1a and for a three-dimensional problem as shown in Fig. 6.1b, we
have, respectively

{=y—H, {=z—-H. (6.4)

Note that in conventional geotechnical engineering problems, the pore fluid is water
and the influence of temperature is neglected. If the soil is considered to be isotropic,
the second order tensor k reduces to k =k i where i is the unit tensor of the
coordinate system of the current configuration, and k is referred to as the hydraulic
conductivity.

By substituting (6.2) and (6.3) into the mass conservation equation (6.1), and
considering the incompressibility of water (o = constant), we have the following
seepage equation, which includes the effect of the volume change of the skeleton
de,/dt = tr D*:

de,

dt

+ V- (kVe)=0. (6.5)

6.2 Conservation of Linear Momentum, Effective Stress and
Biot’s Consolidation Theory

The conservation law of linear momentum for a saturated porous medium can be
written as
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d
d—/ npvdv+—/(l—n)p*v*dv:/(V-a + pb)dv (6.6)
dt Jq dt Jq Q

where p* is the mass density of the solid phase, v* is the particle velocity of the
solid phase, o is the total stress, and b is the body force vector, which is given
as b = (0,0, —g) if the z-axis is directed away from the ground surface (g is the
gravitational constant). Note that the mean mass density p is calculated as

p=np+ (1—n)p*. (6.7)
We introduce Terzaghi’s effective stress by
=0 —pi. (6.8)
Then, (6.6) is written as

d(nv) + ot d(l —n)*

=V.¢'-V o .
T 7 o p+pb (6.9)

where ¢’ is the effective stress, which acts in the solid skeleton, and p is the pore
fluid pressure. We introduce the lower-case p in order to distinguish it from the
pore fluid pressure for the current configuration in a finite strain theory as shown in
Sect. 6.3. It should be noted that o and ¢’ are positive for tension, and p is positive
for compression.

For static problems (i.e., in the absence of inertia terms), (6.9) is written as

V-6'—Vp+pb=0. (6.10)
This is combined with the seepage equation (6.5), giving Biot’s consolidation
equation.
The pore pressure p is usually set as the hydrostatic pressure pg plus the excess
pore pressure dp. Then, the effective stress is written in an incremental form as
0 +do=0"+do'—(po+dp)i = ¢=¢"—pi. (6.11)

The equation of equilibrium (6.10) is then given as

V.6 —Vp=0. (6.12)

6.3 Finite Strain Theory of Consolidation &

In this section we reconstruct the theory of consolidation by introducing the concept
of a finite strain and a nominal stress rate, which are given in Chap.2. Note that
in Chap.5 a mixture theory was developed for a porous medium with multiple



188 6 Classical Theory of Consolidation for Saturated Porous Media

chemical species, while in this chapter we will only discuss a complete fluid phase
and solid phase in which the behavior of each species is not considered. We can
therefore introduce the seepage equations as shown in Sects. 5.2.3 and 5.2.4. That
is, in the mixture theory for a porous medium we introduce, e.g., for a fluid phase,
a particle velocity v, and a deformation gradient F, for each species, and define
the mass-averaged velocity v = Y, poVeo/p, Which gives the velocity gradient L,
the stretching D and the spin tensor W, therefore we cannot introduce a reference
configuration and a deformation gradient for the whole fluid phase. In this section
we examine the entire fluid phase and solid phase without discussing the behavior
of individual chemical species. In this case the reference configuration is given for
the solid phase, since it is possible to measure the deformation of the solid phase.
Then we can introduce a finite strain theory of consolidation for a porous medium.

6.3.1 Seepage Equation of Consolidation in a Lagrangian
Form

By introducing the reference configuration for the entire solid phase, we define the
basis E g for the reference configuration, and the reference point is given by X * =
X} E k. For the current configuration the basis is e;, and the current point of the
solid phase is given by x = x; e; (which is the same as the current point of the fluid
phase). A deformation gradient of the solid phase is F *. Then we have

axi d
F* = Grad*x = @ei ® Ex, Grad* = EK@, J*=detF*. (6.13)
As shown by (6.3), Darcy’s law for the current configuration is given for the
seepage velocity v as

0
v=—k (gradp — pb), grad = e, — (6.14)
Bx,-

where p = ), po is the total mass density of the fluid phase defined by (5.20),, k
is the hydraulic conductivity tensor for the current configuration, b is the body force
vector, which is b = (0, 0, —g) if gravity is working in —x3-direction.

A surface element ds for the current configuration is related to the surface
element dS for the reference configuration of the solid phase by Nanson’s formula
(2.86) as

nds = J*(F*)"TNdS. (6.15)

Note that the mass density of the fluid phase is p for the current configuration, and
we introduce the mass density of the fluid phase for the reference configuration as
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Py =pJ*. (6.16)

The seepage velocity v for the current configuration is related to the seepage velocity
V for the reference configuration as

v-nds=V-NdsS. (6.17)
We substitute (6.17) into (6.15), and obtain
V= J*F* % = —K (Grad*P —pt bo), (6.18)

K =J"F* "% (F*)"T, Grad*P = (F*)Tgradp, b° = (J*)""(F*)"bh
(6.19)

where K is the hydraulic conductivity tensor for the reference configuration, P is
the nominal pore pressure, which is written as

Xz
axi

P=J* Sik p=J*tr (FXI)"!p, I=68ki Ex ® e (6.20)

Ifi =§;; e; ®e is the identity tensor for the current configuration, the pore pressure
tensor p and the nominal pore pressure tensor P are introduced as

p=pi=pje ®e, P=PI=Pég;Ex®e;, =J*(F*) 'p (6.21)
where [ is the shifter, which transfers the basis e; for the current configuration to
the basis E g for the reference configuration.

We now introduce incompressibility conditions for the fluid phase and the solid
phase (p = constant, p* = constant). Under these conditions we have (5.55) and

(5.56). Since tr D* = divv™*, we can apply Nanson’s formula to (5.55), and obtain
the following seepage equation for consolidation in the reference configuration:

D" +DivV =0 (6.22)
1
D* = E[Grad* V* + (Grad* V*)T], VE = JE(F*) " (6.23)

It may be noted that Darcy’s law (6.18) is applied to the term V of (6.22).

6.3.2 Lagrangian Equation of Equilibrium

As shown by (2.116), the equation of equilibrium in terms of the total stress for the
reference configuration can be written as
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Div* 7 (X*) 4+ pob(X*) =0 (6.24)
where
m=J*F*'o (6.25)
is the first Piola-Kirchhoff stress corresponding to the total stress o, and we have
po = pJ ", p=pn+p*(l—n). (6.26)

Let us decompose IT into an effective stress IT” and a pore pressure P = P I such
that

n=nmn-r~, n=J*F* e, P=JF*'p. (6.27)

Note that P is already given in (6.21). By substituting (6.27) into (6.24), we obtain
the following Lagrangian equation of equilibrium under a finite strain field:

Div* I'" — 1" Grad*P + po b = 0. (6.28)
In indicial form (6.28) can be written as

o, P
Xy ax:

Ski + pob;i = 0. (6.29)

6.3.3 Incremental Form of the Equation of Equilibrium

By taking a time-differentiation of (6.28), we have

oy, P .
—LL ki bi =0 6.30
oX: Xy Ki + po (6.30)

where b is a constant. This is referred to as the rotal Lagrangian incremental
equilibrium equation. The vector form of (6.30) is given as

Div* 1" — 17 Grad* P + job = 0. (6.31)

As shown by (2.128), we can introduce a rate of the effective nominal stress IT’

]

and a rate of the nominal pore pressure P as

]

I'=U*'F'II'=¢'—L* +o'tuD*, 6.32)
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o]

P={U*'F*p=p—L*p+ ptrD*. (6.33)
Then, we have
. ITT... aP P
Tt J* —1 Ki , _S'i — J* —1 § ..
dx; ) XE dx; ) axE ™

Thus, (6.30) can be rewritten as

oy, ap .
2P k=0 (6.34)

where p = (J*)~!po. This is referred to as the updated Lagrangian incremental
equilibrium equation. In a vector form we have

div (') —grad P + b = 0. (6.35)

6.4 A Weak Form of Biot’s Consolidation Equations
and Finite Element Analysis

The analytical solution of these three-dimensional coupled equations can be accom-
plished for only very specialized states of deformation (Selvadurai 2007). For
this reason, computational approaches have been developed for the solution of
poroelasticity problems; a finite element scheme is used here to solve this problem.

6.4.1 Strong Form

The strong form of Biot’s consolidation equations is given as follows:

Governing equations

in 6.36

an Bx,- mn ( )
dAe, d (ki dAp .

—t ——=—]=0 Q 6.37

ot + dax; (yw 0x; ) n ( )
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Strain—displacement relation

1 [ 0Au; J0Au;
Agi = — ! / 6.38
& 2 ( 8xj + axi ) ( )

Boundary conditions (BC)!

Au; = Au; on 0%, (6.39)
(Aai/j —Ap Sij)nj = Af; on 0% (6.40)
Ap =Ap on 0%, (6.41)

ki 0A .
ki 38p_A7 on 9%, (6.42)

g 8xj
Initial conditions (IC)

Au;i(x,t=0) = Aup(x), Ap(x,t=0) = App(x) in Q (6.43)

Here ai/j is the effective stress, which acts on the solid skeleton, p is the pore
pressure, ¢, is the volumetric strain, k;; is the hydraulic conductivity tensor, and
yw = pg is the bulk weight of the liquid phase. It should be noted that the mass flux
is described as ¢* = —K V p/g, and the boundary condition is given by (6.42). We
use a convention where ai/j is positive for tension, and p is positive for compression.

We assume that in Biot’s consolidation equations the porous medium is fully
saturated, and the fluid phase is incompressible. The excess pore pressure Ap is an
increase (or a decrease) of pore pressure from the hydrostatic pressure; therefore the
equation of equilibrium (6.36) is given in an incremental form.

6.4.2 Weak Form

The weak form of Biot’s consolidation equations is obtained as

/ Afy v ds — / (Aa;j = Ap&,-)? dv =0, (6.44)
I, Q Xj

!The load boundary condition (6.40) is given for a total stress. If it is given for an effective stress,
it is modified as
/ AT
Aoyn; = Al

The weak form is modified because of this condition.
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A" dAe, ki dAp D
/ A nds—i—/( ¢ n——f—”—")dVZO. (6.45)
92, Q

P ot Yw 0Xj 0X;

6.4.3 Finite Element Analysis

For purposes of illustration we restrict our attention to the two-dimensional problem,
and introduce a Galerkin finite element approximation to the weak form (6.44)
and (6.45). The unknown functions are the increment of displacement Au and
the incremental excess pore pressure Ap. Introducing the global shape functions
Ny(x,y) (@=1,2,---,N)and Ny(x,y) (@=1,2,---, N) corresponding to each
variable, we have

Au ~ Auy, = N(x, y)AU (1), (6.46)
Ap ~ Ap, = N(x,y)AP(1), (6.47)

Ni 0 Ny 0 --- N, -+« Ny 0i|
0

0
6.48
Ni 0 Ny--- 0 Ny--- 0 Ny (6.48)

T
AU(t) = [AUXI AU} AU AU? --- AUZ AUg --- AUY AU;,V] (6.49)
[Ny Ny - Ny - Ny | (6.50)
[A

Py APy - AP, --- APy ] 6.51)

where N and N are the numbers of nodes of the displacement and pore pressure,
respectively. Note that in a finite element analysis of the consolidation problem we
commonly use a shape function for the pore pressure that is one order less than
the shape function for the displacement due to the stability of a numerical scheme.
Details can be found in Zienkiewicz et al. (1999) and Ichikawa (1990).

Under the interpolation of an incremental displacement (6.46) the strain incre-
ment (6.38) is represented as

Ae ~ Ae;, = BAU (6.52)
where

B=[B B, B, By] (6.53)
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N,

0

d
. 8‘ AN,
o — ay
ONy 0N,
dy  0x

The increment of volumetric strain Ae, for a two-dimensional plane strain prob-
lem is

dAu dAu
ASV = Agxx + Agyy = Wx + ayy s (6.54)
and by substituting the representation (6.46) we have
Ag, >~ Agyy = B,AU (6.55)

where

ON; ON; 0N, 0N, ONy 0N, ONy 0Ny

B,= |21 72%2 T« T ZINTIV .
[ax dy dx dy dx dy ax 3yi| (6.56)

By using the interpolation function (6.47) of the increment of pore pressure, its
gradient V(Ap) is represented as

V(Ap) ~ V(Ap)y, = GAP (6.57)

where
dN, 0N, ON, Ny

ox ax  ox  ox
G = . (6.58)
ON, 0N, AN, Ny

W W % %
We use the same interpolation functions for arbitrary functions v and 1 as Au
and Ap, which is known as Galerkin’s method:

v>v, =N(x, )V, (6.59)
nx=m =N y)H. (6.60)
We apply the above interpolations into the weak forms (6.44) and (6.45). Since

vectors V' and H are arbitrary, we have the following vector form of the coupled
ordinary differential equations:

By AR Y | P R P B
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where
K :/ B"DB dv, C :/ BTN dv, AF = NTAfds, (6.62)
Q Q Ele?
_ k _r AG"
K=[ 267Gav, a0=| N2y, (6.63)
Q Yw 3%y, o
and k is assumed to be isotropic (i.e. kjj = k §;).
Let us write (6.61) as )
AX+BX =Y (6.64)

K C 00 AU AF
A:[CTO] B:[ok] X:[AP] YZ[AQ]

Since we introduced the Galerkin finite element approximations in space, the result
(6.64) is an ordinary differential equation in the time-domain.

We solve the ordinary differential equation (6.64) using a finite difference
scheme, referred to as the -method. Let the value X"~ ! at a discretized time-step
n — 1 be known, then we can write the unknown value X" at the time-step n as
follows:

X" = X" 4 Ar [(1 ) G 9}'(”] (6.65)

where At is a time difference between the step n — 1 and the step n, while the
parameter 6 is given as
0<6<l.

The cases @ = 0,60 = 1 and 8 = 0.5 correspond to the explicit, implicit and Crank-
Nicolson finite difference schemes, respectively. Since (6.64) is satisfied both for
the (n—1)th and nth steps, we have

AX"' 4 BX" =y, AX" 4+ BX" =Y" (6.66)

We multiply (6.66); by (1—6) and (6.66), by 6 and add both equations to obtain
A [(1 ) G 9X”]+(1—9)BX"—‘+03X" = (1-0)Y" 1 +0Y". (6.67)
By substituting (6.65) into (6.67), the successive form of the §-method is given as
[ﬁA + GBi| X"=(1-0)Y" '+ 0Y" + [éA -(1- 9)B:| X" (6.68)

We then obtain AU" and A P" at each time-step by solving (6.68).
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6.5 The Cam Clay Model

Constitutive developments in the description of geomaterials have been the subject
of extensive research over the past six decades. The scope of these developments is
given by Desai and Siriwardane (1984), Darve (1990), Davis and Selvadurai (2002),
and Pietruszczak (2010), etc. The Cam clay model (also known as the Cambridge
model) is one that has been used widely to describe geomaterial behavior (Schofield
and Wroth 1968; Parry 1971; Houlsby and Schofield 1993; Oka 1995).

In this Section we present an outline of the Cam clay model. Note that we assume
a conventional triaxial stress state (0, = 03), and the following variables for stress
and strain are introduced:

o1, 02, 03 : principal values of the total stress o (tension positive)

oy, 05, 04 : principal values of the effective stress o’ (tension positive)

£1,82,83 : principal values of the strain & (tension positive)

p' = —(o] +203)/3 : effective pressure (i.e., isotropic stress) under biaxial state
(compression positive)

q =—(01—03) : shear stress

&, = —(g1 + 2¢3) : volumetric strain under a biaxial state (compression
positive)

&g = —2(e; —&3)/3 : shear strain

6.5.1 Normally Consolidated Clay

If we perform undrained triaxial tests (namely, void ratio e =constant) on isotrop-
ically and normally consolidated clay at several confining pressures (p;), the
stress-strain behavior is schematically shown in Fig. 6.2. It is observed that at the
final stage of loading (namely, the failure state) the stress ratio n = ¢/ p’ becomes
constant (ny =(q/p’)y = M), which is referred to as the critical state, which
means that the deformation is developed under a constant volumetric plastic strain
and a constant shear stress at the critical state ¢ = Mp’.

This result is similar to drained triaxial tests (namely, o} = constant, dp’ = —
(1/3)do},dq = —doy, dq/dp’ = 3). As shown in Fig. 6.2d, if an undrained stress
path B-B’ under a consolidation pressure p;, intersects with a drained stress path
A-A” under a consolidation pressure py, at a point C, the void ratio obtained from
the undrained test is the same as the void ratio obtained from the drained test. We
can draw these states in a space (p’, ¢, e) as illustrated in Fig. 6.2f, which shows
that the critical state is reached after travelling the surface referred to as the state
boundary surface or Roscoe surface in both the undrained and drained tests. The
line of failure is known as the critical state line (CSL). It is noted that the projection
of CLS in the space (p’, ¢, e) onto the space (p’, q) is given as ¢ = Mp’, and
the surface formed by CLS and its projection onto (g, e) is referred to as Hvoslev
surface, which is a failure surface found by Hvoslev in 1937 through a series of
direct shear tests conducted on Vienna clay.
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Fig. 6.2 Response of normally consolidated clay

6.5.2 Over-consolidated Clay

g=Mp’

CSL

State boundary surface
(Roscoe surface)

If the current stress state of volumetric effective stress is lower than the stress state
experienced in the past, the clay is said to be over-consolidated, and we define the
over-consolidated ratio as OCR= p;/p. where p; is the preload pressure and p;
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is the current effective pressure swelled from p;. Note that for a natural clay the
swelling curve does not clearly turn at the preloading curve, and therefore the over-
consolidated ratio is defined by using the value of the turning point p/, namely
OCR=p,/p}.

The response of an over-consolidated clay depends on the initial state, namely
from the position in relation to the critical state line (CSL). As shown in Fig.6.3d
the clay, which is located at the left side of the CSL is heavily over-consolidated,
referred to as the dry side or drier than critical, while the clay that is located at
the right side of the CSL is lightly over-consolidated, referred to as the wet side or
wetter than critical.

We observe a softening response, as shown Fig. 6.3a, b for a drained test, and the
stress reaches a residual state described as R in Fig. 6.3a after a peak point Q; the
volumetric strain changes at Q from compression to dilation.

Let us consider the shearing behavior of a heavily over-consolidated clay. We
start to make it swell from a point A on the normally consolidated line (NCL) to a
point B shown in Fig. 6.3d, e. When we perform an undrained triaxial test, the shear
stress g attains the yield point P on the Hvoslev surface (namely the maximum point
for the stress ratio n = ¢/ p’), and moves on the Hvoslev surface to reach the point
C on the CSL. On the other hand, if a drained triaxial test is performed from the
point B, the shear stress ¢ attains the peak strength Q, then the stress reaches a
residual state R through a softening process. Note that in practical experiments a
shearing slip surface is commonly observed, and the whole specimen cannot reach
the residual state.

The shearing behavior of a lightly over-consolidated clay is as follows: initially it
swells from a point A’ on the NCL to a point D, as shown in Fig. 6.3d, e. Then, after
performing an undrained triaxial test, the shear stress ¢ directly attains the point C
on the CSL. Thus, the behavior of a lightly over-consolidated clay is different from
that of a heavily over-consolidated clay, and is similar to the normally consolidated
clay. On the other hand, if we perform a drained test, the stress g reaches the CSL at
a point F, after which the clay experiences plastic flow under a constant volumetric
plastic strain.

6.5.3 The Original Cam Clay Model

A hardening/softening behavior is shown in Figs. 6.2e or 6.3d. It has been rewritten
in the space (e, In p’), to give Fig.6.4 where v = 1+ ¢ is the volume ratio.
Figure 6.4a gives the normally consolidated state, and Fig. 6.4b gives a general stress
state where the shear stress is generated by moving along the state boundary surface
shown in Fig. 6.2.

Let the compressive strain be positive, then the increment of the volumetric strain
is given as

dv de

de, = — = . 6.69
¢ v 1+e ( )
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Fig. 6.4 Compression characteristics

If the clay is in a normally consolidated state, referring to Fig. 6.4a, an elastic
component de¢ and plastic component de? of an increment of the void ratio de =
de®+de? is given by

de=—-Ad(np)=— dl/ (6.70)
/
de = —kd(np') = _de/ (6.71)
/
de? =de—de® =—(A —/c)a;l/ (6.72)

where A is the slope of normal compression in the e vs. In p’ plane, referred to as
the compression index, and « is the slope of the unloading-reloading line in the e
vs. In p’ plane, referred to as the swelling index. Therefore the increment of plastic
volumetric strain d e” is written as

de? A —k dp’ dp’
e kdp” o indp

del = — =
1+e 14e p P’

(6.73)

Here M is the slope of the critical state line CSL shown in Fig.6.2d, and we
define D as
A=k
M +e)

If we have a general stress state as shown in Fig.6.4b, the results (6.69)—
(6.74) are satisfied. In addition we can introduce the stress state on the normally
consolidated line (p' = p;,q:O) under the same condition of void ratio as

(6.74)
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observed in Fig. 6.4b, and we have

de? 2 — dp’ dn'
_ Al ATk yp Py
I+e l+e p Py

de? = (6.75)

A normality rule is assumed on the yield locus f(p’,q) =0 (namely, the
associated flow rule) as shown in Fig. 6.5, so that we have

de? dg
i A 6.76
de? dp’ (6.76)

where d ! is an increment of the plastic shear strain.

We introduce the stress—dilatancy relation presented by Taylor (1948), which
is schematically shown in Fig. 6.6. Taylor visualized direct shearing along jagged
surfaces, and obtained an increment of the work done due to a normal force P and
shear force Q on the respective displacements, as follows:

dW = Pdu, + Q duy (6.77)

where du, and du, are the increments of normal and shearing displacements. Let
us assume that all external work is consumed by friction (namely, no elastic energy),
and the Coulomb friction is generated by the action of the normal force and a friction
coefficient w. Then we have

q
CSL: critical state line
g=Mp’
def
Yield locus f(p’ . ¢. £,/)=0
o,
o, % dﬁ\-p
"o' \Y 3 de?
'I" “\
s “\ de,?
Z \ (Pg) ~
0 “‘
Initial yield Iocus“‘
L)

» '
>

p
Po By \

dp’ |

dep=mp &

py

Fig. 6.5 Cam clay model
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Fig. 6.6 Taylor’s P
stress—dilatancy model 1
:;\1_

e |l

1A

(

[
|

AW =dW? = uP du,.

In this case we have the following stress-dilatancy relation of Taylor:

Pduy,+ Qdu, = pPdu,.
We rewrite (6.79) in terms of stress and strain as follows:
dW? = p'del +qdel = Mp'de?.
Note that at the critical state we have

de?

P
deg

and (6.80) gives the following relationship:

%:M.

By modifying (6.80) we have

del
74

T =M.

We substitute the normality rule (6.76) into (6.81), and obtain

da _a _ _y

dp" '
By solving the differential equation (6.82) we have
p/
q = —Mp’ln(—,).
4

This corresponds to a stress part fi(o) of the yield function (2.297):

(6.78)

(6.79)

(6.80)

(6.81)

(6.82)
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q

o) =4

+ 1n(”—,) —0 (fork =0) (6.83)
Do

where pj is the value of p’, on the initial yielding surface (Fig. 6.5).
For simplicity, we introduce the following isotropic hardening rule with the strain
hardening parameter:
flo. k(&) = filo) — K(x) =0, (6.84)
1/2
d = |deP| = (degdgg) . (6.85)

We must satisfy the following condition, which corresponds to the state on the
normally consolidated line (p" = p',, ¢ = 0):

p/
f(p'=p),.q=0.x) = ln(—f
Po

) — K()=0.
Then the consistency condition gives
dK
df =d(In p;) ——dk =0. (6.86)
dk
We substitute (6.75) into (6.86), and using (6.85) we obtain

del\* (dK\? 2
(MD) = (E) (dsf) . (6.87)

Under the conditions K >0, x>0 we solve (6.87):

dK 1 1
g K=— | d«.
dk MD = MD/ *

Finally we obtain the following yield function, which is referred to as the original
Cam clay model:

/

f:MDln§+Dn— dic =0, (6.88)
0
_ 4. -
n= ? : stress ratio. (6.89)

When deriving (6.89), we have assumed that MD is a constant. However, referring
to (6.74), we understand MD = (A —«)/(1 + e), which shows that MD is a function
of the void ratio e. In this sense, the model (6.89) is relevant to a small strain theory.
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6.5.4 Modified Cam Clay Model

Recall that Taylor’s stress—dilatancy model is introduced under the hypothesis that
only the friction term of shearing displacement due to the normal force contributes
to the plastic work done, as given in (6.78). Here this is modified by considering the
component of volumetric displacement as

12
dW? = p'del +qde? = p’[(dsf)z (M def)z] . (6.90)

This is rewritten as de? B (p/)zMz . qz

= 6.91
def 2p'q D
We substitute the normality rule (6.76) into (6.91), and obtain
d M2_ 2
a9 M Tr g (6.92)
dp’ 27
where n = g/ p’. We solve (6.92) and obtain
p/ 2
£ __ "  __—0 (f =0). 6.93
@) = = 3 =0 (fork=0) (6.93)

Note that as shown in Fig. 6.7, (6.93) gives an ellipse in the space (p’, ¢).
The hardening rule is introduced under an isotropic hardening model with a strain
hardening parameter, which is the same as the original Cam clay model:

flo, k(D) = filo)— K(k) =0, de = |de?| = (dsfdsf)l/z (6.94)

q
4
CSL: critical state line
q=Mp’
de”
Yield locus f(p’. g.€,)=0
IeP
---------- © de?
:"" \\s P
"" \“ (!}bq) (l"ﬁ\
Initial yield locus}
c = > p
P o Py

Fig. 6.7 Modified Cam clay model
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We use the condition
p/
f(P'=pl.q=0.x)=—=—-1-K=0 = p,=>1+Kp, (695
Do

and apply the consistency condition

dp, dK dp, _ py dK
if = Cae=0 = DD (696
pO dK Py py dK

We then substitute (6.72) into (6.96), and by using (6.85) and (6.95) we have

() = () (%)

Since K >0, k >0, we obtain

dK 1

which results in

1
K = — | dx ) —1. 6.97
ol [ ) oo
The yield function is finally given as
Y4 M? 1 /
=——-———+1- — [ dk ) =0. 6.98
f p(/) M2 + 7]2 + exp(MD K ( )

6.5.5 Elasto-plastic Constitutive Law

By applying the procedure described in Sect. 2.10.3, the elasto-plastic constitutive
law is obtained, which relates the increment of effective stress d o’ to the strain
increment d € as

doj, = Dfd e, (6.99)

1 g af af ag
ey _ nye e e _ .
= P g7 (P ) (P ) =4 (P

(6.100)
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Since both the original and modified Cam clay models employ an associated flow
rule, the plastic potential function g is the same as the yield function f. We use
(6.88) and (6.98), and obtain the hardening coefficient / as follows:

oK | af 1 |of
C 1 del: h=—|=—|=— , 6.101
am clay mode o 1907 | = WD\ 7e7 ( )
oK | d 1 1 a
Modified Cam clay model: h=— / = —exp| — / dk 2 .
dk | da’ MD MD do’

(6.102)



Chapter 7
Introduction to Homogenization Analysis

We outline the essential features of a multiscale homogenization analysis. A
problem of a one-dimensional elastic bar is given as an example.

The topic of homogenization has been extensively discussed in the literature
in the context of multiphase components and heterogeneous media that are either
microscopically periodic or non-periodic (Sanchez-Palencia 1980; Bakhvalov &
Panasenko 1984; Ene and Polisevski 1987; Hornung 1997; Milton 2002; Torquato
2002; Dormieux et al. 2006).

7.1 One-dimensional Problem of an Elastic Bar

We consider the problem of an elastic bar where the elastic modulus is inhomo-
geneous. The bar is subjected to a state of uniaxial force F at the end point. The
equation of equilibrium for the bar is given by

d dut(x)\ _
E(E - )_f (7.1)

where u°(x) is the displacement (¢° shows that the function ¢ rapidly changes in
the local scale), E is the elastic modulus, and f is the body force acting on a unit
volume.

7.2 Micro/Macro Coordinates

As shown in Fig. 7.1, we consider a one-dimensional bar with a periodic structure
at the microscale level.

Y. Ichikawa and A.P.S. Selvadurai, Transport Phenomena in Porous Media, 207
DOI 10.1007/978-3-642-25333-1_7, © Springer-Verlag Berlin Heidelberg 2012
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Fig. 7.1 The problem of a one-dimensional elastic bar with periodic microstructure

We introduce a macroscale coordinate system x° and a microscale one x! for the
general system x as

x = x(x% x"). (7.2)
We assume the systems x° and x! are related, with
0
x
xl== (7.3)
e

where ¢ is a (small) parameter. If we consider the limit condition ¢ — 0, the
differential operation in (7.1) should be changed to

d 9 9 ox! 0 19 74

dx_8x°+8x13x0_3x0+88x1' 74
The periodic microstructure is referred to as a unit cell. In homogenization analysis
we assume that the size of the unit cell is sufficiently small, and by taking the
limit ¢ — 0 we derive a system of differential equations that relates the microscale
behavior to the microscale characteristics.

7.3 Microscale and Macroscale Problems

We assume that the displacement u°(x) can be represented as a power series in the
small parameter ¢ in the form

u(x) = ug(x", x") + eu (X%, x") + Eup (X%, x) + - (1.5)
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Fig. 7.2 A microscale u
periodic function

where uo(x0, x1), u1(x°, x1), up(x°, x'), --- are periodic functions in terms of the
size of the unit cell X' of the microscale system x':

(0 xH) =% xt+ XY, i=0,1,2,-- (7.6)

u; (x°, x!) are referred to as X !-periodic functions. The expansion (7.5) implies that
the displacement u® consists of a globally changing part, which is related to x° and
a locally changing one that is related to x', see Fig.7.2.

By substituting (7.4) and (7.5) into the governing equation (7.1), we have

1 3 BMO 1 3 auo 3 8u1
(2 ] L (EE )y L (2L
g2 8x1( 8x1)+ e[axl( 8x0)+ axl( axl):|

0 dug 0 duy 0 duy 0 duy 0
+[a_(Ea_) t a_(Ea_) t a_(Ea_) t W(Ea_) —flx )}
+ oo = 0. (1.7)

We require that as ¢ — 0, all terms with respect to € must be null, and we then obtain
the following equations corresponding to each e-term:

e om0 (E%) —0. (7.8)

axt\ 7 ax!

This equation suggests that i is a function of only x°:

uo = uo(x°). (7.9)

— ad 3141 d auo
1 o 9 (oY 9 (%M
&g -term : o] (E 8x1) ol (E axo)' (7.10)

This gives a differential equation of u; (x°, x') with respect to the coordinate system
x! if the term uo(x°) is known. Then, we introduce a separation of variables as

dueo(x°)

Ml(xovxl) = N('xl) axo

(7.11)
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where N (x') is referred to as the characteristic function. By substituting (7.11) into
(7.10), we obtain the following differential equation to identify the characteristic
function N(x!):

d ( (x ) (N(x)+x)) (7.12)

The differential equation (7.12) is referred to as the microscale equation, which can
be solved under the periodic boundary condition (7.6).

. 0 8142 au() d 8u1
&’-term : W(E ) S °)‘axo( axO)_W(Eﬁ)

d 8u1
~35 (Em) (7.13)

We introduce an averaging operation for a function ¢ (x!) for the unit cell as
Lo
)= ], o
where | X! is the length of the unit cell. If ¢ is an X !-periodic function, we have

<%> | —r(¢xh =) =0

Thus the average of (7.13) is written as

d *duo _ 0
where AN
E* = <E(x1) + E(xl)—l> (7.15)
dx

is the averaged or homogenized elastic modulus. Equation 7.14 is referred to as the
macroscale equation.

In conclusion, the homogenization analysis procedure can be stated as follows:
(1) The microscale equation (7.12) is first solved under the periodic boundary
condition, which gives the characteristic function N (x'). (2) Using the characteristic
function N(x') we then calculate the averaged elastic modulus E*. (3) The
macroscale equation (7.14) can then be solved, giving the first perturbed term
uo(x?). Since u;(x°, x') is calculated by (7.11), the first order approximation of
u®(x) can be represented as

Ut (x) ~ up(x°) + eu (x°, x1). (7.16)
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The strain, that includes a microscale effect, is then calculated as

duf(x) dug duy duq
- ~ Qo ow o 7.17
& dx 0x0 gaxo + ox! ( )

The stress is given by
o= Es¢,. (7.18)



Chapter 8
Homogenization Analysis and Permeability of
Porous Media

The Navier-Stokes’ (NS) equations can be used to describe problems of fluid flow.
Since these equations are scale-independent, flow in the microscale structure of a
porous medium can also be described by a NS field. If the velocity on a solid surface
is assumed to be null, the velocity field of a porous medium problem with a small
pore size rapidly decreases (see Sect. 5.3.2). We describe this flow field by omitting
the convective term v - Vv, which gives rise to the classical Stokes’ equation!. We
recall that Darcy’s theory is usually applied to describe seepage in a porous medium,
where the scale of the solid skeleton does not enter the formulation as an explicit
parameter. The scale effect of a solid phase is implicitly included in the permeability
coefficient, which is specified through experiments. It should be noted that Kozeny-
Carman’s formula (5.88) involves a parameter of the solid particle; however, it is
not applicable to a geometrical structure at the local pore scale.

If a homogenization analysis (HA) is applied to porous media flow, which is
described by the Stokes’ equation, we can immediately obtain Darcy’s formula
and the seepage equation in a macroscale field while in the microscale field the
distributions of velocity and pressure are specified (Sanchez-Palencia 1980). We
can also apply HA for a problem with a locally varying viscosity.

In this Section we first show that a local variation of viscosity in the pore
water of a saturated smectitic clay such as montmorillonite or beidellite, which is a
platelet crystal of about one nanometer (=10~°m) thickness, can be calculated by
a molecular dynamic (MD) simulation. Then, by applying the HA with the locally
distributed viscosity, we can calculate the seepage field of the smectitic clay, which
consists of stacks of clay minerals. Consequently, we apply a three-scale analysis
of homogenization for a bentonite clay with quartz grains of about 10 um (1 um =
107°m).

'Note that even if a multiscale procedure is started with a NS equation with the convective term,
this nonlinear term is dropped as a higher order term.

Y. Ichikawa and A.P.S. Selvadurai, Transport Phenomena in Porous Media, 213
DOI 10.1007/978-3-642-25333-1_8, © Springer-Verlag Berlin Heidelberg 2012
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8.1 Micro-inhomogeneous Porous Media and Stokes’
Equation

Stokes’ equation for an incompressible fluid is given as follows:

ap°® ad vt
_ A L =0 inQp 8.1
axi +an (naxj)_'_f n f ( )
e
% =0 i (8.2)

where v; is the velocity, p°® is the pressure, f; is the body force, 7 is the viscosity, and
Q¢ is the fluid domain. The superscript ¢ indicates that the corresponding function
rapidly varies in the local field because of the micro-inhomogeneous property. We
recall that (8.1) is based on the conservation law of linear momentum, and (8.2) is
the mass conservation law for an incompressible viscous fluid. The convective term
vj dv;/dx; is disregarded during the procedure of homogenization as a second order
of small value. The velocity at a solid-fluid interface is assumed to be null:

&= on I (8.3)

8.2 Seepage Theory for Two-scale Porous Media

We consider the micro-/macro-problem for a saturated two-scale porous medium as
shown in Fig. 8.1 with the macro-domain €2y and the micro-domain 2, and Q1 is
the fluid phase in the micro-domain, 2, is the solid phase in the micro-domain, I"
is the fluid/solid interface, and 0€2;, is the periodic boundary of the fluid phase in
the micro-domain.
Let us introduce a macroscale coordinate system x° and a microscale coordinate
system x! as
X = x(xo,xl). (8.4)

Both systems are assumed to be related by

xl= (8.5)

where ¢ is a scaling parameter. As shown in Fig. 8.1, if the size of a unit cell in the
macro-domain is given by (X! = X/, X = X)), the size in the micro-domain is

(X!, X)). In taking the limit ¢ — 0, the differential operation can be changed to

0 0 1 0
= 4 8.6
ox;  0x? + € dx} (8.6)
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Q| x,

ARl

X2

Q;: micro-domain (unit cell)
i I > x')
0 Q,;: fluid phase
1

Q,, : solid phase
' :fluid-solid interface

\ Microscale Problem \

Macroscale Problem
with periodic micro-structure

Fig. 8.1 A micro-/macro-problem for two-scale porous media

Note 8.1 (On the size of a unit cell). We can determine the size of the micro-domain
based on (8.5). If the dimensions of the unit cell are given by X|, X}, X} in each
direction as shown Fig. 8.1, we have the following relations in the macro-domain:

XV =eX!, X)=eX), X)=eX]. (8.7)
Thus for a non-cubic unit cell (X # X, # X1) we have

X3

e=L=X)<1; X =1, X21=L, X;==2 (8.8)

L

where L = X . Under this condition the geometry of the unit cell is maintained as
e—0. |

8.2.1 Homogenization Analysis and Seepage Problem of
Porous Media

Let us introduce a perturbation in terms of both the x° and x' coordinate systems
for the velocity v¢ and the pressure p®:

vix) =A% x ) + v (0 x ) 4 (8.9)
prx)= p’x® x) +ep'(x x4+ -0, (8.10)

where v¥(x% x!) and p*(x° x!') (@ = 0,1,2,--+) are periodic functions, which
satisfy the following periodic boundary conditions in the micro-domain:
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V(e xh) =12 x ! + X, (8.11)
po(x% xh) = pr(x% x' + X1). (8.12)

X! gives the size of a unit cell for each direction. The perturbation of the velocity
v implies that v{ consists of the sum of the global change in terms of the macro-
domain and the local change in terms of the micro-domain, and the conditions are
the same for the pressure p®. The reason why the initial order of perturbation is
different between v; (starting with the term €2) and p° (starting with the term )
is that the order of differentiation for v{ is different from the order of p® in the
governing equation (8.1).
By substituting (8.6), (8.9) and (8.10) into Stokes’ equation (8.1), we obtain

ap®  19p° aip!  1dp!
(o) (v o) |

() 20 (020 L0 ()
ax? nax? sax? ”ax} &2 9x! "ax.

1 1

j j
+53§i( a_‘)ll)+zi( a_vll)_’_li( a_vll)}+ +f
ax? "ax;? sBx? "ax; g2 ax} "ax; '

o 19p° o{ ap®  ap' 0 ( av?) }
B sBxi1+8 ax? 3in+3le. Mol i

1

ap'  ap? 0 Y 0 vl
) _22 28 4oy~ (=L — (=
e { ax?  ox! + 9x! (,7 BX}) + dx; (,7 BX})}
ap*  ap? 0 ( 3VQ) d ( av! ) d ( av? )}
2) 2 8 L [ 2~ | p—L — | p—L
e { ax)  ox! * dx! "axg * dx! an} * dx; an} *

=0.

As ¢ — 0, we have the following perturbed equations:

9 0
e '-term: Ll =0 (8.13)
0x;
ap! 0 Y ap?
0 i
g-term: — — 4+ —|n—"t)=——f 8.14
ax/  oxj (,7 3)6]1») ax? % (819
We estimate the term ! as
9 0
- 0 = p(xCxh=p2x0). (8.15)

ox!

This implies that p° is a function of only x°.
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By substituting (8.6) and (8.9) into the mass conservation equation (8.2), we have

82(3\/? n 1 3v?)+8 (3v . 1 av! )+
ax? e ox! ax? e ox}
—51%+8(3L+8L)+...
o o] ax0  ox!
=0.

Then for the terms ¢! and 2, we obtain

o
e'-term: a—v’l =0 (8.16)
X
Y ov;
Zterm: —- 4 —- =0. 8.17
g--term 0 ax} ( )

The r.h.s. terms of (8.14) are functions of only x°, and we introduce a separation
of variables for the r.h.s. terms p!(x% x!) and v9(x°, x!) as

0/,.0 ,
W xl) = _(3pa)(; ) —f,-(xo)) v (x1) (8.18)
J
0(+.0
(0 x") = _(3])8)(:)7 ) —f,(xo)) »7(xY). (8.19)
J

By subsituting (8.18) and (8.19) into (8.14) and (8.16), we obtain the following
incompressible flow equations in the micro-domain, referred to as the microscale
equations for Stokes’ flow:

apk a vk
_8L+ 2 l(nav )+g,k 0  inQy (8.20)
J
vk
=0 inQy (8.21)

where vf-‘ (x") and p*(x') are characteristic functions for velocity and pressure,
respectively, and §; is Kronecker’s delta. If we solve (8.20) and (8.21) under the
microscale periodic boundary conditions, we obtain the characteristic functions
vf.‘ (x') and p*(x'), which involve the microscale inhomogeneity in geometry and
material properties.

We recall that Darcy’s law gives a relationship between the seepage velocity
and the gradient of the total head. Based on the homogenization theory, we obtain
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the following homogenized form of Darcy’s law by averaging (8.18) in the micro-
domain:

W) =W x")=-K;; (% — fj(xo)), (8.22)
J
1 i 1 1
(xYd 8.23
( (xh)) = oH] o Vi(x')dx (8.23)

where |€21] is the volume of the unit cell, and () gives an averaging operation.
Let us introduce a weak form for the microscale equations for Stokes’ flow
(8.20):

Mk ow;
<_,78Lzl s, 3_W1>+ (8. wi)=0.  vweve (324
X; X

where Vy: is defined by
3
Vi = {u c (Hl(sz f)) , du; /ox! = 0, Xl-periodic}. (8.25)

The space of functions (H'(2¢))? is a subspace of the Hilbert space (L»(2¢))?,

and we introduce an L;-inner product (-, -)2 as

(£ &)= /Ql fxh gxydx'.

Let us assume that w; = v in (8.24) under the microscale incompressibility
condition (8.21), and we obtam

vk ok avkak
—, )+ (ki Vi) = - Sivi ) dx' = 0. 8.26
- ala><”'> /m("ax}ax}”)x (620

Equation 8.26 shows that v{ is symmetric, which results in the symmetry and
positive definiteness of K j;:

v[ = viA Kji = Kijs Kij Elé] > gi%‘i V& (8.27)

By averaging (8.17) in the micro-domain, the second term of the 1.h.s. vanishes
because of the periodic boundary condition in the micro-domain; substituting

2The space of functions (H'(S2 f))3 implies that a function f € (H'(Q f))3 and its first order
differential are bounded:

(£, )+ (VL V)< +oo.

Details are given in, e.g., Sanchez-Palencia (1980).
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Darcy’s law (8.22) into the averaged (8.17), we obtain the following homogenized
seepage equation, which gives the macroscale incompressibility condition:

070 0 ap°(x°)
— =0 = ——|-Kjij{—F
x? 8x?|: ! % ax?

— fj(xO)H =0. (8.28)

The true velocity and pressure are given in their first order approximation as
0 1y ~ 2,00,.0 .1 0y ~ ,0(4.0
vilxT xT) xetvi(xt x0),  pixt) = pi(xd). (8.29)

Thus by applying the HA, we can obtain the true distributions of velocity and
pressure.
The conventional theory of soil mechanics states that Darcy’s law is introduced

as

p
Y Gy Y (8.30)
7 9x§ ¢ pg J

where ¢ is the total head, p/pg is the pressure head, ¢ is the elevation head, p is the
mass density of the fluid, and g is the gravitational constant. Ki*} of (8.30) is here
referred to as the C-permeability, and if we recall the relationship

we have the following relationship between the HA-permeability and the
C-permeability:
K} = &*pgKi;. (8.31)

8.2.2 Analytical Solution for a Microscale Poiseulle Flow

A pure smectitic clay consists of stacks of clay minerals such as montmorillonite
or beidellite. One mineral is a platelet of about 100 x 100 x 1 nm, and several
crystals stack parallelly as shown in Fig. 1.7. Keeping this fact in mind, we consider
a microscale structure, i.e., a unit cell, with flow between two parallel platelets
as shown in Fig. 8.2c. If the viscosity n of the fluid is constant, the solutions of
microscale equations (8.20) and (8.21) are given by

1
vi Zg—n(d2—4(x§)2), p'=C, P=x+0C

where C; and C, are constants, and other characteristic functions are null. Thus the
HA-permeability can be calculated as

d3

= 8.32
120X} (8:32)

Ky
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Montmorillonite stack

= . .
= §ZUZIZZ] D N l
@ Q) TI_'v‘_Ii ' XI!
Yl

5= — . —
s

l
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bentonite characteristics

Fig. 8.2 Multiscale structures of pure smectitic clay

If we use the values of the water viscosity 7= 0.8 x 107> Pa-s at temperature
300K, and the geometry of a unit cell X{ =100nm, X, =0.02nm, d = 1 nm,
=107, we obtain the HA-permeability as K;; =5.208 x 10™*scm?/g. Since
the density of water is p=0.99651 Mg/m?, the C-permeability (8.23) is K}, =
5.086 x 107! cmy/s.

As shown in Fig. 8.2b, the stacks of clay minerals are randomly distributed in
most cases, and then the permeability is isotropic. From (8.31) and (8.32) we can
assume that the permeability is proportional to £2d?, since d is the same dimension
as X,. The permeability of clay is extremely small, since the value £2d? is very
small. Note that this is the case if the viscosity 1 is constant. However, by MD
simulations we know that the viscosity 1 varies widely in the neighborhood of the
smectitic clay surface.

8.2.3 Finite Element Analysis for the Mass Conservation
Equation in the Micro-domain

The major mineral of bentonite is a smectitic clay (see Fig. 1.7). Since the surface
of smectitic clay is negatively charged, the surface molecules of interlayer water
will exhibit different characteristics in diffusion and viscosity from that of normal
water. The swelling property of beidellite, which is calculated by a Molecular
Dynamic (MD) simulation is given in Figs. 8.3 and 8.4 (see Kawamura and Ichikawa
2001). Distributions of self-diffusivity and viscosity of water in the neighborhood
of the clay surface are shown in Fig. 8.5; the viscosity of water becomes extremely
high, which, together with the size effect described in Sect. 8.2.2, leads to the low
permeability of bentonite.

When the viscosity 7 is distributed inhomogeneously, an analytical solution of
the microscale equations (8.20) and (8.21) is not possible; we therefore perform a
finite element calculation. We first give a penalized weak form of (8.20) with the
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Clav (beidellite) molecule + rH20, Natom=376+15000(5000H20)

T= 293K D/g/cnd  Cell 31.070 35.800 143,785

P= 0.10Wa  1.1185 90.000 90.000 90.000
Prars 1 &

|
nm © CI" anion Na' cation

(b) Sea water case

Fig. 8.3 Snapshots of hydrated beidellite calculated using an MD simulation (Courtesy of
Prof. K. Kawamura)
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Fig. 8.4 Swelling property of bentonite: O calculated using an MD simulation for beidellite, X
experiments for Wyoming clay (Courtesy of Prof. K. Kawamura)
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Fig. 8.5 Water properties in the neighborhood of a beidellite surface (Courtesy of Prof. K. Kawa-
mura)

incommpressibility condition (8.21) as follows

vk

Bw

1

ka 8w

x4+ - —Ldx

Sigwkdx' =0

J,,"

Tox!

a ]

A Q 8x ax

Q2

Ywk (wF =0 on I') (8.33)

where A (0 < A < 1) is a penalty constant, and I" is a solid/fluid interface in the

micro-domain.
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We next introduce finite element interpolations for v and w¥ using the shape
functions ®,:

m m
Y o vk wh =) o svk (8.34)
r=1 s=1

where VX and §VX are nodal vectors corresponding to v¥ and w¥. By substituting
(8.34) into (8.33), we have

D VAWKV + KLV = Y SVEFL, (8.35)
r=1 s=1 r=1
0D, 0D, 1 0D, 9D,
KXYZ/ 7’]—1 idxl, K,K.Ij)lz—/ —l—ldxl, FIIEZ/ @S&kdxl.
Q, axj ij A Q, axj ox; Q,

(8.36)

Since 8V,’§ are arbitrary in 27, they can be omitted to obtain the following
simultaneous equation:

[K” + KVP]{Vk} — {Fk} (k =1,2,3). (8.37)

We solve this to obtain {V}*. In our analysis we set the penalty constant as
A = 107", and use a reduced integration technique of the Gaussian integral in order
to prevent over-constraining (see Hughes 1987).

8.2.4 Numerical Results of Seepage Analysis for Pure
Smectitic Clay

8.2.4.1 Flow Between Two Platelets Under Distributed Water Viscosity for
Pure Water

The water in the neighborhood of the smectitic clay surface is structured due to the
hydrogen bond, and the viscosity varies inversely with distance from the surface. In
this case we can apply the finite element method to solve the microscale equations
(8.20) and (8.21), as described previously.

Figure 8.6a shows the finite element mesh of the micro-domain. We use the
distribution of viscosity given by Fig.8.5a, which is calculated by MD, and the
result for the distribution of the characteristic function v% is shown in Fig. 8.6b. The
analytical solution under a constant viscosity is represented in Fig. 8.6¢, which is
very different from Fig. 8.6b. This shows the strong influence of the surface on the
water viscosity.
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Smectitic clay crystals

Water
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by MD (8.0x10*[Pa s])

Fig. 8.6 Distribution of the characteristic velocity function vi for pure water
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Fig. 8.7 C-permeability for pure water as a function of distance between platelets

The C-permeability can then be calculated as a function of the distance between
two platelets (Fig. 8.7); it can clearly been seen that the permeability obtained from
the MD/HA procedure is considerably smaller than when using constant viscosity.
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8.2.4.2 Flow Between Two Platelets Under Distributed Water Viscosity for
Salt Water

By using the MD result for salt water (where the salt content is similar to that of the
sea water) shown in Fig. 8.5b, we can calculate the distribution of the characteristic
function v{ (Fig.8.8) and the C-permeability (Fig.8.9), which are compared with
those of pure water.
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characteristic function v.' characteristic function vll characteristic function vy 1
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Fig. 8.10 Distribution of the characteristic velocity function v} of a beidellite stack with a
saturated density of 1.8 Mg/m3

8.2.4.3 Flow in a Stack of Clay Minerals with Pure Water

We now consider a more realistic case. Let the saturated density of pure smectitic
clay (for example, beidellite) be about 1.8 [Mg/m?]. The crystal density of the
beidellite determined from an MD simulation is found to be 2.901 [Mg/m3]. A
stack is assumed to consist of nine minerals. The molecular formula of the hydrated
beidellite is Na;3Al>[Si11,3Al1,3]010(OH), nH,O where 7 is the number of water
molecules in an interlayer space. We assume that n = 1, 3, 5, and the distance
between two minerals (i.e., the interlayer distance) can be obtained from Fig. 8.4;
from this, we can determine the volume of external water that exists on the outside
of the stack. For each case of n = 1, 3, 5 we calculate the characteristic functions
as shown in Fig. 8.10 (note that the scale is different in each case). Then we compute
the C-permeability as shown in Fig. 8.11. Based on numerous experimental results,
Pusch (1994) obtained the permeability characteristics of clays as a function of
density as shown in Fig.8.12. We recall that the permeability of the saturated
smectitic clay is not only a function of the density but also of the ratio of interlayer
water to the external water, which indicates that there exists a distribution of
permeability for the same density. The range of permeability given in Fig. 8.12 with
a saturated density of 1.8 Mg/m? corresponds well to our calculated results, which
were obtained using the MD/HA procedure.

8.2.4.4 Flow in a Stack of Clay Minerals with Salt Water

The property of viscosity distribution for salt water, which was obtained using MD
(Fig. 8.5b) is used to calculate the characteristic function of HA. The characteristic
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Fig. 8.12 Hydraulic conductivity for several pure clays (Pusch 1994)
function v% for the beidellite stack with a saturated density of 1.8 Mg/m? is shown
in Fig.8.13 for cases of both pure water and salt water. The C-permeability of

a beidellite stack for salt water is shown in Fig.8.14, and is dependent on the
molecular number of the interlayer water.

8.2.5 Three-dimensional Seepage Analysis of Sand

8.2.5.1 Permeability by Homogenization Analysis

We consider a simple geometrical model of sand in the micro-domain as shown in
Fig.8.15, and apply the HA.
As described previously, the permeability calculated by the HA is written as
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where Kl.’; is the C-permeability, and Kj; is the H-permeability. Since it is difficult
to obtain an analytical solution for this problem, we apply a finite element

approximation.
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Fig. 8.15 A micro-domain model of sand and a unit cell

8.2.5.2 Emperical Formulae and HA-Calculated Values
Several empirical formulae were proposed for sand, which are given as follows:

Hazen (Hazen 1892): k = Ck(0.7 + 0.03T) D2,

hi (T hi and Peck 1964): k = el (—n '13)2D2
[erzaghi (Terzaghi and Pec 4): )
g g n 3/_1 n 10

C.( n \ )
Zunker (Zunker 1930): k = — T D,
n —-n

C 3\
Kozeny-Donat (Kozeny 1927; Donat 1929): k = _k((l ! )2) Di
n —n

where Cg, C;, C,, Ci are empirical constants, 7 is the temperature, D,, is the
average grain size, Do is the effective grain size, n is the porosity, and 7 is the
dynamic viscosity of water. It should be noted that the permeability k increases
with porosity n, it increases with the square of the grain size Dy or D,, (which
relates to the pore size), and it increases inversely with the fluid viscosity 7. These
experimental observations are schematically shown in Fig. 8.16.

In Fig. 8.17 we show the HA-calculated results (e) using the regression formula
with a viscosity n = 1.14 x 1073 Pa-s (water at T = 15°C). A comparison with
Fig. 8.16 indicates that both are reconcilable.

In the empirical formulae, the permeability is proportional to the porosity and
inversely proportional to the viscosity. We validate this through the HA calculation
by changing the porosity n and the viscosity 7. Figures 8.18-8.20 illustrate the
results for viscosity changes at 7 = 10, 20 and 30°C respectively, and show good
agreement between the HA results and the empirical relationships.
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Fig. 8.16 Hydraulic conductivity of sand with various grain sizes (Kubota et al. 1976)

8.3 A Permeability Theory for Multiscale Porous Media

We can extend the two-scale HA theory to a multiscale porous medium, which is
schematically shown in Fig. 8.21 where €2 ; is the fluid phase, €2 is the solid phase,
Q2 is the mixture phase of fluid and solid (i.e., a mixture of stacks of beidellite and
fluid) in the meso-domain, I's; is the solid/fluid interface, and I'f is the periodic
boundary for the fluid phase.

The three scales are as follows: the clay mineral is the microscale medium, which
has a thickness of 107" m and a width of about 107 m; the quartz grain, which
constitutes the mesoscale, has dimensions of 107#~107° m; the triaxial specimen
used in the experiments has dimensions 10~!m. Considering these scales, the
parameter & for a smectitic bentonite is about 10~*. Then we can introduce the
following relations between the coordinate systems:

X = —, x°=—. (8.38)
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These relations are approximate; however, if the size of each domain is widely
different, we need to introduce another form. The size of a unit cell of the meso-
domain is | X!'| = 7| X?|, and the size of a unit cell of the micro-domain is | X?|.
Since we introduce the multiscale systems x°, x ' and x2, the original coordinates
should be changed to
x =x(x" x! x?), (8.39)

and the differentiation is transformed to

ad d 19 1 0
S 4
ox;  0x? + & ox/ + &2 0x? (8.40)

8.3.1 Multiscale Permeability Theory

As mentioned previously, the flow field of water in a porous medium can be
represented by Stokes’ equation (8.3).

We introduce perturbations of the velocity v and the pressure p® such that (8.9)
and (8.10) now become

ix) = eH0(x x! x?) + v (x% x ! x?) + 2 (x0 x L x?) + -, (8.4D)
prx) = p’x) +ep'(xx xh) + 2P0 x ! X% 4 - (8.42)

where v*(x°, x!, x2), p%(x%, x', x?) (@ =0, 1,...) are X'-/X?-periodic functions:
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Fig. 8.18 Hydraulic conductivity by HA and empirical formulae: 7 =10°C

va(xO’xl,XZ) — va(xO’xl 4 Axl7x2)7 va(xo’xl’xZ) — va(xo’xl’xZ 4 XZ)
pa(xo,xl’xZ) — pa(xo,xl +X1,x2), pa(xo,xl,xZ) — pa(x07xl,x2+X2).

The reason why the perturbation of v*(x) starts with a £*-term is to ensure reduction
to the corresponding Stokes’ equation in the micro-domain as a microscale equation
(to be discussed later). We assume that the first-order term of pressure p° is a
function of only the macroscale coordinate system x°.

By substituting (8.40), (8.41) and (8.42) into (8.1), we have
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Fig. 8.19 Hydraulic conductivity by HA and empirical formulae: T = 20°C
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Fig. 8.20 Hydraulic conductivity by HA and empirical formulae: 7 =30°C
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Fig. 8.21 Multiscale problem for porous media

Since p° is a function of only x°, (8.43) is automatically satisfied. By substituting
(8.43) into (8.44), we have
p'=p'("x". (8.46)

The r.h.s. terms of (8.45) are functions of x° and x !, since fi is a function of only
x°. Thus we can introduce normalized characteristic functions v¥(x?) and p*(x?)
such that

ap®  ap!
0— (£ 4 2 _ k(x2 8.47
V] (ax]? + ax! fk) Vi (x7) (8.47)
ap®  ap! )
I A k(x2 8.48
P ( 90 + x] Ji | py(x7) (8.48)

where vﬁ‘ (x?) and plzC (x?) are referred to as the velocity characteristic function and
the pressure characteristic function. By substituting (8.47) and (8.48) into (8.45),
we obtain the following microscale Stokes’ equation:

3 [ W apk
_Z(HLZ) P 520 i Q. (8.49)
8xj 8xj

Under the transformation (8.40) we substitute the perturbation (8.41) into the
incompressibility condition (8.2), and obtain

e , Y S MY o) G0
=¢S5+l g+t )ttt 5]+ =0

ox; | ox? ox! T ox; dxp - dx] - ox}
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Since each term should correspond to zero, we have

Y

&2-term: a—x’z =0 (8.50)
0 oy

&-term: a—;’l + a—:’z =0 (8.51)
N ol w2

ehterm: i i (8.52)

ax? ax} 8xl-2

By substituting the characteristic function (8.47) into (8.50), we obtain the following
microscale incompressibility condition:

vk
— =0 in Q. 8.53
o2 in (8.53)

Under the X 2-periodicity condition we can solve the microscale equations (8.49)
and (8.53), and obtain the characteristic functions vf‘ (x?), p’z‘ (x?).
If we introduce an integration average ()2 in the macro-domain €2, for the

characteristic function v/, we have the HA-meso-permeability K7, as

. 1 .
K2 =) = — ! dx?. 8.54
o= 00),= e o, e @54

Let us introduce a weak form of the microscale Stokes’ equation (8.49) as

vk x ow;
—n—= 5,", — 1) i»wi) =0, VYw e V. 8.55
< o1 T P20 ax§>+(" i) wele (859

where, similar to (8.25), Vy: is defined as
3
Vy2 = {u € (Hl(sz)) , 0u;/x? =0, Xz-periodic}.

Ifwesetw; = vf.‘ in (8.55) and take into account the microscale incompressibility
condition (8.53), we obtain

vk vk
<—n§’2¢ ﬁ>+ (8. v}) = 0. (8.56)

J J
The result (8.56) implies that vlj is symmetric, and so is K]zi, which is positive
definite in the sense that
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vl =vi. K%L =KA  KAEE = & Vi (8.57)

By introducing integral averaging ()2 in the micro-domain for (8.47), we have

ap° 1 ap!
<v’ >2 It 8x? /i Q) o axl vi da?

ap 1 1 !
:—KZ - _ ) = — I’l dS R l_zdxz
f’( ? f’) o7 ] fo, )

where the second term of the r.h.s. disappears because of the periodicity condition,
and the third term of the r.h.s. also disappears because of the symmetry of v/ and the
incompressibility condition. Thus we obtain the following mesoscale Darcy’s law:

hen(Go) e

By introducing integral averaging ()2 in the micro-domain for (8.52) and setting
the contribution from the periodic terms to zero, we have

0 0 ad
‘@{K?"(p )} il =o

1

Furthermore, if we introduce an integral averaging () , in the micro-domain €2, we
obtain the following macroscale seepage equation:

0
—a—%Kﬁ (ai—f])} =0 in Qo (859)

0 0
0x; ax;

where the HA-macro-permeability K ;; is defined as

1

K= (K5, =ty

K} dx', (8.60)
Q)

and the macroscale Darcy’s law is given as

=) = (35 -)

where ) is the macro-averaging value of v).
The pressure p® and velocity v{ are approximated as

vE(x) ~ e (x% x! x?), pé(x) =~ p°(x"). (8.62)
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In order to solve the multiscale HA seepage problem, we proceed as follows: First
we solve the microscale equations (8.49) and (8.53), and obtain the characteristic
functions v¥ and pX. We next determine the permeabilities K,-Zj and K;; in the
meso-domain and macro-domain using (8.54) and (8.60). Then we can solve the
macroscale equation (8.59), and obtain the pressure p°. By substituting these into
(8.62), we can determine the velocity and pressure fields.

In geotechnical engineering, we commonly use the empirical form of Darcy’s

law: 2
Sk * _ P
v; = —Kj; Wj’ ¢ = E

where v is the mean velocity, ¢ is the total head, ¢ is the elevation head, p is
the mass density of the fluid, which is assumed to be constant because of the
incompressibility of the fluid, and g is the gravitational constant. By comparing
(8.63) with (8.61) and (8.62), we obtain the following relationship:

+¢ (8.63)

W=«ﬂ%:fﬁ (8.64)

We can therefore see that the HA-permeability K;; is related to the C-permeability
K as
K;; = 84pgKij. (865)

Once again it should be noted that the velocity V¢ is sensitive to the sizes of the
mesoscale and microscale grains, whereas p°® is relatively insensitive to these scales.

8.3.2 Seepage Analysis of Bentonite

As described previously, the viscosity of water in the interlayer space of smectite
clay stacks is strictly influenced by the processes at the clay surface. If the viscosity
is location-dependent, the seepage problem is usually not solvable through an
analytical technique. In this case, we solve the microscale equations (8.49) and
(8.53) using a finite element method, and determine the HA-permeability K;; and
C-permeability K.

The bentonite analysed here is Kunigel V1®, which is a candidate buffer material
for the Japanese high-level nuclear waste management program. This bentonite is
made up of 50% smectite minerals by weight, while the remainder is mainly grains
of quartz. The intrinsic mass density of a clay mineral is almost the same as that for
quartz, which is about 2.7 Mg/m?, and the porosity of Kunigel VI® ata dry density
of 1.8 Mg/m? is approximately one-third (i.e., the pore ratio e = 0.5).

From the measured data of the quartz grains, we can see that the diameter varies
from about 5-100 um. Based on the peak value of the data and the fact that the
permeability characteristics are mainly controlled by smaller grains, we assume
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that the quartz grains are approximately 15 um, and the size of the meso-domain
is 45 pum.

One crystal of the smectite clay is a platelet of about 100 x 100 x 1nm, as
mentioned previously, and several crystals form a stack. Here we assume that six
crystals form a stack. The interlayer distance is 0.56 nm, which corresponds to the
state of hydration by two water layers. The distance between stacks, shown as X
in Fig.8.22, is determined by the given saturated density of the bentonite, and if
the distance X becomes smaller than 0.56 nm, we assume that both X and the
interlayer distance of the stack are equally reduced. Since the smectite mineral is
very thin, one of the micro-domains is pseudo-one-dimensional, which represents
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the clay stack, and another micro-domain is fully occupied by a quartz crystal, which
is impermeable. Since we assume that the stacks of clays are randomly distributed
in their direction, we introduce an isotropic HA-meso-permeability K2 by setting
K? = K},/3 where K7, is calculated directly using (8.54).

In Fig.8.23 we show the results for C-permeability using the distribution of
viscosity obtained by MD (Fig. 8.6), for pure water and for salt water, as a function
of the pore ratio e. We observe that by increasing the density (i.e., decreasing e), the
permeability decreases rapidly, and the permeability for salt water is larger than that
for pure water.



Chapter 9
Homogenization Analysis of Diffusion in Porous
Media

We examine the problem of diffusion in a porous medium using a homogenization
analysis (HA). Diffusion problems have important applications in environmental
geosciences. We clarify the mechanism of diffusion, convective transport and
adsorption in porous media at both the microscale and macroscale levels. Attention
is particularly focused on diffusion processes in bentonite, which is an engineered
geological barrier to be used to buffer the transport of radionuclides from deep
geologic repositories.

9.1 Micro-inhomogeneous Porous Media and Diffusion
Problems

As mentioned in Sect. 5.5, in the classical diffusion theory for a porous medium,
adsorption is described by a distribution coefficient K; resulting from the transfer
of the species from the fluid phase to the solid phase through the linearized equation
of equilibrium adsorption isotherm (5.113).

We conjecture that the actual adsorption mechanism results in a ‘source’ term
rather than a ‘storage’ that provides a coefficient to the term dc/d¢. This perspec-
tive, however, is relevant only if the theory is developed through a formulation
that couples the microscale phenomena with the macroscale behavior. This is
because in the classical theory, it is simple to evaluate an experimental result
macroscopically due to adsorption as K;. Here we will develop an alternative
adsorption/desorption/diffusion theory, which is based on MD (molecular dynam-
ics) and HA (homogenization analysis).

Let us consider the problem of the diffusion of a multi-component fluid (see
e.g., Drew and Passman 1998) in a non-deformable porous medium which is
saturated with the solution. Note that in ensuring adsorption, desorption is also taken
into account unless otherwise specified. Referring to (3.246), the mass conservation
equation for the multi-component fluid is

Y. Ichikawa and A.P.S. Selvadurai, Transport Phenomena in Porous Media, 241
DOI 10.1007/978-3-642-25333-1_9, © Springer-Verlag Berlin Heidelberg 2012
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/ [a(pca) +i(pcav?)—y::} dv - / valdv=0 O
2 s

ot ax;

where ¢, is the mass concentration of the a-th component, p is the mean mass
density defined by (3.242), v is the particle velocity of the a-th component, y; is
the source term due to, e.g., chemical reaction, 2,4 is the microscale domain where
some chemical species are adsorbed or desorbed, )/;‘d is the source term due to the
adsorption in the domain ©,, (positive in adsorption and negative in desorption).

The mean velocity v of the fluid mixture is defined by (3.251), and the diffusing
mass fluxes j, are introduced by (3.256) as follows:

1 n* n*

v =— Zpava = anva, 9.2)
p a=1 a=1

Jo = paVa = pa(Ve — V). 9.3)

By applying Fick’s law to the second term on the Lh.s. of (9.1), we have

n*

dpca) | Ipca) 9 op 9cp x / d
) - D 2 ) — dv— otdv =0.
/&;fl: ot i ax; dx; Z P dx; e ] Qua Yo

p=1
9.4)
Thus we obtain the following advective transport equation in the domain €2 :

Mpca) | Wpca) _ D (Z pDaﬂfﬂ)_W =0 in Q. (95

. . ij .
dt ax; ox; — 0x;
where
Ya = Vo + ¥ Xaa (9.6)
1 ifxeQ
Yog =4 TSR 9.7)
0 ifx ¢ Qad

We consider the problem of edge adsorption, which can occur at the edges of
clay minerals and is schematically shown in Fig. 9.1. Considering molecular based
simulations, we can establish that for smectitic clay minerals, cations are adsorbed
at the edges, and they diffuse into the interlayer space forming a hydrated structure,
which can be different for each cation species.

At the edge region of the clay ©2,, we can consider a condition for adsorption of
the species « in a multi-component fluid with n*-species in the following form:
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Fig. 9.1 Schematic micro-structure of adsorption/desorption of clay edges

n*

sap(ch —cp), ifcg <l .
yad = ;:1: g p in Quq (9.8)

: I
0, ifcg > ch

where sqg is an adsorption coefficient of species f related to species «, which can
be a function of the hydrogen-ion concentration pH, etc., and c/’B denotes the limit
value of adsorption, which is also a function of pH, etc.

On the interlayer surface I'; we can observe both adsorption (mainly physisorp-
tion) and retardation of diffusion, which is not accompanied by adsorption. If there
is adsorption, we can introduce the same condition as imposed on the edge domain
Q4. If not, we have ygd =0.

In the ensuring we assume that the interaction between species o and f is
reciprocal, i.e. Df‘jﬁ = D;jd.p where 844 is Kronecker’s delta. For simplicity we
treat only one species, and set the concentration as ¢® = ¢y, the source as pf* = y,
where the superscript ¢ implies that this value is rapidly changed in a scale of the
micro-domain as mentioned previously. Then, if we assume incompressibility of
fluid (p = constant, 0v7/dx;=0), we have the following initial-boundary value
problem governing the advective-diffusive movement of the species:

Governing equation
dc? vsacg_i( . 0ct
ot ax; g Y ax;

Boundary conditions

)—f*?:O in Q 9.9)

Dirichlet boundary: ¢®(x,1) = ¢°(¢) on 99, (9.10)

a €
Neumann boundary: — ijini =4q() on 982, (9.11)
J
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Adsorption/desorption condition in the micro-domain

5(1 _ s(ch —c¢?), if ¢ <! in Q. ©.12)
0, if ¢ > ¢!
Initial condition
c’(x,t=ty) = cj(x) (9.13)

9.2 Diffusion Theory for Two-scale Porous Media

Referring to Fig.8.1, we consider a diffusion problem for a two-scale porous
medium in which € ; is the fluid-phase domain, €2; is the solid-phase domain, I" is
the solid/fluid interface, and I'y is the periodic boundary of the fluid-phase in the
micro-domain.

Following the HA theory we introduce the coordinate systems x” and x! for the
macro-domain and the micro-domain, respectively, and we have

x =x(x%x!), x! = e (9.14)

3 3 19
= — + (9.15)

dx;  9x) e dx]

where £(<K 1) is a scaling parameter.

9.2.1 HA for Diffusion Problems in Porous Media

We introduce a perturbation scheme for the concentration c®(x, t) as
cfx,t) =% x )+ et (@ xl ) + 220 x )+ - (9.16)
where ¢’ is an X '-periodic function in the sense that
c’i(xo,xl+X1,Z):ci(x0,xl,t) (9.17)
where X/ is the size of a unit cell in the x/-direction.
In addition to the conventional source term f°(x”), we introduce the following

micro-sorption term T';(x') in order to represent microscale adsorption/desorption
phenomena in the micro-domain €2,4:
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0
fo= 00+ ey iy, y* ) = Tix! )—. (9.18)

From (9.15) and (9.16) we have the spatial derivative of the concentration c® as

acs—(a—kla)(c—i-sc—i—sc—i- )
8x?_ ax? e ox!

LU (0 (L
e 3x 3)6? ax} 3)6? 3)6]1»

The governing equation (9.9) can be represented in the expanded form

LAY g
ot ot o

+— 0 + aL-l-aL +eé o -i-ac2 + -
e ant Tiad T a0 ox!
[153(’)5&)}“%3(”) (G )
e | ox) \ " ox!] el ax?\" Y ax! ax; U dx;
0 ac®  ac! d 862
—(pe(— + — —|( D¢
+%8x?( 'f(axg+ax;>)+ax,.l( ( T )} ”{ I }
1 ac?
OG0 — S H S — o, (9.19)
& dxy
Considering terms in the series, we have the following relations:

For terms O(g72)

0 ac?
— | Dfi— ] =0, 9.20
ax} ( ol ax}) ©-20)
which implies that
A xt ) =), 9.21)

That is, the first term of the perturbation ¢Y is not a function of the micro-domain

coordinates x !, but the macro-domain coordinates x°.

For terms O(e™'): Microscale equation

ac® 9 ac? 0 ac® ! ac?
96 9 (pe 2 2 dpe (2 L XNV X —0. 92
Vi dx; ax? ( Y 8x}-) ax! { Y (8x? + ox! )} (x )ax? ©-22)

J

By substituting (9.21) into (9.22), we have
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0 de dc . .
a—x}{D (ax +o ,)} T (x )— = (9.23)

Since c°(x°,7) is constant in the micro-domain, we can normalize (9.23) by
9c®/0x} to obtain

0
'(xx )= —Nf(x )3C (x )+C1( 1) (9.24)

where N lk is the characteristic function. By substituting (9.24) into (9.23), we have

0 N ac?
— D8 — —- Ii|— =0
|:3xl-l{ "( Y dx; )} * k:| dx;

k
= i[ij (Skj - m)} + Ty =0. (9.25)

ax! dx;
The result (9.25) is referred to as the microscale equation for the two-scale
diffusion problem in porous media. The boundary condition (9.25) is the X!-
periodic condition (9.17).

By taking into account the condition (9.17), we introduce a weak form of (9.25)
as follows:

BNkaVk Vi
D¢ —rdx' — /(— rv)dlzo 9.26
/91 i 8x o] o ”‘ax}+ k Vi | dx (9.26)

where Vi (x') are arbitrary functions with the X !-periodic conditions. Thus the
microscale problem is reduced to the weak form problem (9.26), and we can obtain
the solution le under the periodic condition (9.17). Note that if we consider
the adsorption/desorption condition (9.12) in the micro-domain, the microscale
equation (9.25) is not completely independent from the macroscale problem,
therefore we need to introduce an iteration procedure, which is treated later.

For terms O(&°): Macroscale equation
8c0+ (8c +8cl)_ ad {D£(86'0+8c1)}
ot ax? o ox! ax0 | Y 8x? ale-
9 . (9t ac? 0
_ﬁ{ Df; (ﬁ + 3x )} S =0. (9.27)
i J

When introducing a volume integral average in (9.27), the fourth term of the
Lh.s. can be reduced to a surface integral: i.e.,
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1 0 ac! dc?
10.1 a1 D lgj o T o7 dx'
|21 Jq, dx; 3xj ax-

1 . [ 0c  Oc
:m agl{Dij(ax ™ 1)} n; ds'=0 (9.28)

where |2 is the volume of the unit cell; we used the conditions that ¢! and c¢? are
X !'-periodic functions and that n; gives inverse values at both sides of a unit cell.
Thus from the volume integral average of (9.27), we have

1 9 1 ac’ 9
cd +— v.(LJr L)dl

1241 Ja, [€2] ax)  dx;]
1 d dc ac! 1

P S e (% % Ve L[ 0 g — 0 929
ail, ol 'f(ax;? ax;)} Y il fo, S T O

By substituting the characteristic function given by (9.24) into (9.29), we obtain

0 0 0
3L+VH3L_1(DH3L)_fH:o (9.30)

ot / ax? axd\ Y 8x?

NI\
b 31
o =g f o) o

1

@ fldx'. (9.32)

H _ & 1 H _
Vj:— dex, f =

The result (9.30) is the macroscale transport equation of the diffusion problem in
porous media, and Dg is the homogenized diffusion coefficient.

Under the boundary conditions (9.10) and (9.11) we can develop a weak form of
(9.30) as

ac?

ac? ac? ow
—wd O—I—/ T _ywd O—i—/ DI — d 0_ Hydx®
/QO atw X QOVJB?W X o, ”808 X Qof wdx

=/ gwds®  VYw(x° 1) (w=0 on IQ,.). (9.33)
0Qy

Thus the macroscale equation in the macro-domain is reduced to the problem of
obtaining ¢ by solving (9.33) under the homogenized Dl o vf’ and £, which are
given by (9.31) and (9.32). The local distribution of concentration is calculated as

cf(x,1) >~ cP(x%1) +ec' (x0 x 1) = (0 1) —eNF(x )8c (x* ). (9.34)
Xy
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9.2.2 Simulation of a Through-diffusion Test

In order to verify the validity of the HA theory, we compare the numerical work
with the result of a through-diffusion test for a pure smectitic clay. The HA macro-
model and micro-model, i.e., the finite elements in the macro-domain and in the
micro-domain, are shown in Fig. 9.2.

We consider a diffusion/adsorption test of cesium (Cs), and the data provided
are as follows: The size of a clay platelet is 100 x 100 x 1. Based on experimental
data of Baeyens and Bradbury (1997) the cross-section area of clay edges, which
are adsorption sites, are assumed to be 35 m?/g. Since the atomic radius of cesium is
3.34 A, and because of the monolayer adsorption, we set the layer thickness of the
edge domain where cesium ions are adsorbed as 0.67 nm. The maximum amount
of cesium adsorbed in this domain is 6.51 x 10~ mol/g. The molecular number of
interlayer water is given as n=2.5. The diffusion coefficient of cesium ions in the
bulk water is 2x 107> cm?/s, and in the interlayer water is 2.62x10~® cm?/sec, which
is obtained from the MD simulation. The concentration of cesium at the upstream
boundary, i.e., the Lh.s. surface of Fig.9.2 (Dirichlet boundary condition) is given
as: Case (1) 1072 mol/l, Case (2) 103 mol/l and Case (3) 10~* mol/l.

The calculated break-through curves for Case (1) at each point of the macro-
domain are shown in Fig. 9.3, where the curves corresponding to a situation without
adsorption are also presented. Similarly, the curves for Cases (2) and (3) are shown

1.00 em

3.85 nm

wo 00’z
=
@
=]
1
o
@®

e o o o ity

3.85 nm Micro—sorption
e 0.1 nm 100 nm domains

Upstream Downstream

(a) Macro—model (b1 Miaro=model

Fig. 9.2 Macro-model (a) and micro-model (b) of a through-diffusion test for a pure smectitic
clay
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Fig. 9.4 Break-through curves at each macro-domain point: Case (2)

in Figs.9.4 and 9.5, respectively. We observe that in Case (1), where a higher
concentration is prescribed at the upstream side, the break-through curve rises at
the early stage, since the adsorbed edge domains are saturated relatively quickly,
while in Case (3), which has a lower concentration at the boundary, we observe a
delayed break-through curve. These are expected results.

The distribution of concentration in the micro-domain for Case (1) after a
sufficiently long elapsed time, is shown in Fig. 9.6. Similarly, the results for Cases
(2) and (3) are given in Figs. 9.7 and 9.8, respectively.
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Fig. 9.6 Distribution of concentration in the micro-model (1/4 domain): Case (1)

Fig. 9.7 Distribution of concentration in the micro-model (1/4 domain): Case (2)

9.2.3 HA Diffusion Equation with Higher Order Derivatives
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In certain situations it is useful to have an approximation to the problem with
convection and adsorption in the micro-domain by including a term ¢2. If we take
the unknown c? of (9.27), and substitute the characteristic function of (9.24), we
obtain the following higher (i.e., second) order microscale equation:
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Fig. 9.8 Distribution of concentration in the micro-model (1/4 domain): Case (3)

dc? N/ \dc® 9 INF 9
9 (s, = 22 2 A pe (s —1)—}
ot vk( jk dx; )ax? ax,Q{ ”( e dax; J dx;
0 0 ac 0 dc?
— D5 (M )t — = Pie ) —/F =0 (935
+8xi1 % o 8x?( ! axg)} dx} ( o 8x}) 4 ©-33)

We then set ¢? as

Cz(xosxlsf):Nzkll( )%"‘sz( 1)86 %)
§ 0X) xk
+Nas(x ‘) (x ) + Nog(x) +*(x%, 1) (9.36)

where Nzkll (xh), Nzk2 (xl), Ny (xl) and Nz4(x1) are the characteristic functions with
respect to a small disturbance of the position in the micro-domain, with respect
to convection, time-dependence and adsorption, respectively, and ¢>(x, ) is an
integration constant.

Substituting (9.36) into (9.35), we derive a weak form as

9%c° INK v v INK
_%/DU 2L dx! /D (Nf—dx 1—/ij(3,,{——§)de‘}
axPox? | /g, ax ax! Q ax/ Q x;

J
dc INE v INF
— D —2—dx / (3 )Vd }
+8x2{/91 U 9x! ax] + T
ac 3N23 1% / 1}
— D¢ —dx Vd
+3f{/91 e N

+{/ D;— N avd - fdexl} =0. (9.37)
Q)

xj ax/ Q

Since each term of (9.37) must be null because of the arbitrariness of c°, we obtain
the following equations for determining N (xl) N22 (x1), Nas(xh) and Nag(xh):
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ONK 9V Nk av
/ D,1321 a—dl_/ ij(%’k P 1)de / szla—dl
Q X -xi Q) Q)

(9.38)

INE v INFK
pe N OV, lz_/ %(5 ——)Vd 1 9.39
/Ql ij 3le- 3xi1 X lej ik oxl X ( )
/ D;jal?a—vldxlz—/ V dx! (9.40)

Q dx; 0x; Q

Ny OV, X
D¢ —dx' = ‘Vd. 9.41
/91 ij axl 3 a, f X ( )

where V(x') is an arbitrary X '-periodic function. From Onsager’s relationships
(Kondepudi and Prigogine 1998) it can be shown that the diffusion matrix is sym-
metric, and, in addition, the assumption of isotropy gives Df; =D§;;. It should be

noted that if we substitute le into (9.38), which is determined by (9.26), we obtain
NX!. Similarly, we can obtain N5 using (9.39). We also understand that (9.41)
involves the local adsorption term f¢. Thus we can see that for the second order
microscale problem, (9.38)~(9.41) can be solved to obtain N&', NX,, N»3 and Nog.

The diffusion problem with two scale domains including second order differen-
tials can be solved as follows:

1. Obtain the characteristic function N, ,k by solving (9.26).
2. Specify the homogenized diffusion coefficient Dg by substituting N lk into
(9.31).
. Obtain ¢® by solving the macroscale equation (9.33).
4. Obtain Ny, NX, Na; and Nay by solving the second order microscale equations
(9.38)—(9.41).
5. The local distribution of concentration can be specified as follows:

O8]

f(x0 1) ~Px xt ) +ect(x0 xt 1) + 22 (x0 x1 1)

=c°(x0,t)—£Nk( )ac (x%,1)
0ux}
92c¢%(x%,1) 1. 0c%(x% 1) 1. 0c%(x% 1)
5{ 1(x! )o—alo N () ——— ax0 + Nos(x )T

+N24(x1,z)} (9.42)
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9.3 Diffusion Problem for Multiscale Porous Media

Bentonite is a composite material with micron sized grains, composed mainly of
quartz, and nanometer sized clay minerals as described previously. We present here
a multiscale HA theory for diffusion in such a composite porous medium.

We consider a material that has macro-/meso-/micro-structures as shown in
Fig.8.21, where Q¢ and €2 are the domains of the fluid phase and solid phase,
respectively, s is the solid/fluid interface, I' ¢ is the periodic boundary of the fluid
phase, and €2,7 is the mixture domain of smectite stacks and fluid in the meso-
domain,

Let x°, x! and x2 be coordinate systems introduced in the macro-/meso-/micro-
domains, respectively. We consider a triaxial test on the typical bentonite of Japan,
Kunigel VI® using a specimen of about 10~ m in diameter, which is the macro-
domain, where the size of the quartz grains are about ¢ = 10~4, which is the meso-
domain, and the size of clay stacks is about 1078 m. Then we can set e=10"%, and
introduce the following relations:

0 1
X = x(xo,xl,xz); x'= x—, x2 = x—, (9.43)
e )
ad 0 10 1 9
—_—= 4 -+ —— 9.44
ox;  ox? + & dx;} + &2 0x? 44

1

9.3.1 Multiscale HA for Diffusion Problems in Porous Media

Let us introduce a perturbation of ¢®(x,¢) for the macro-/meso/micro-coordinate

systems xO, xl, x2as

cfx,t) =% ) + et (x® x x% 1) + 2P x L xt ) + - (9.45)
where ¢*s (a = 0,1,2,...) are X '-/X?-periodic functions:
Axxtx2 ) = (x0 x + X1 x% 1),
c”‘(xo,xl,xz,t) = c"‘(xo,xl,x2 + Xz,t).
From (9.44) the differential of the concentration c¢® is given by

ot —8—23—60+e‘1(3—60+8—cl)+(3—60+a—cl+3—62)+e( )+ (9.46)
dx;  ox? Ix;  0x; ax) " oxj  Ox7 S

Thus the governing equation (9.9) is transformed into
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Bc°+ dc! N 2802+
at 88t ¢ at

+] e 0 +e71 o + oc. + o + o + e’ +
e 0c0 Y L Y T R
7 ox? SNoxj  ox3 FNox)  ax) a3

9 ac? 9 ac? B ac® et
[8 { ax? ( Vo3 )§ e { ax;/ Y ox7 - ax?\ Y (E)x} + 3x2>

J
B ac? B ac® 9!
—2) ___( ps —_ —(Dpe(— + —
+e {axp( i axf) + ax}( ’-’(ax; + ax§>>

1

e 1{ d (DS (800 8c1)) N d ( . (Bco dc! 3c2))
ax?\ Y \ox! Bxi ax! Y \ax? ale- asz
0 et At a3
2 (p= o 9%
+ax,.2( ’f(axo ox! axf))}
N KN ews N dct c? N 9 . 1 oc! N dc> dct
dx? ”(8 0 Bx} Bx?) ax! ”(8 0 ale. 8x§)
0 acz  acd act
2 (pe (2 < %
A ,.2( U(ax_g? Tl 3x?>)§

H;...} .

Therefore, for each power series of ¢ we obtain the following equations:

For terms O(s™*):

] . 9c?
! J

" is a function of only x°, thus (9.47) is automatically satisfied.

For terms O(s73): First order characteristic function

0 ac® 0 ac®  dc!

—(p: =)+ =D [ — + — | =o0.

ax/ ( Y 8x12») ax? % Y (ax} asz-)}
The terms dc®/dx7 and dc®/dx; are null, and ¢! is a function of only x” and x'.
This suggests that for ¢! we can introduce the following first order characteristic
function Nf(x1):

Ac(x0, ¢
' =c'(x%xl 1) =—le(xl)%+c'l(xo,t) (9.48)
Xk

where ¢! (x°, ¢) is the integral constant.
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For terms O(g2): Second order characteristic function and microscale equation
Since ¢? is a function of only x° and ¢! is a function of only x° and x!, and we
have the following equation in the micro-domain:

0 1 2
9 {ij(ac P )} =0. (9.49)

2 0 I 2
0x; dx;  Ox;  0x;

The term 9c°/dx§ 4 dc'/dx] is a function of only x” and x', therefore we

can introduce the second order characteristic function Nzk (x?) with the intergral
constant ¢2(x°, x ', 1) as

aNl a .0
1) T ) (9.50)

2,0 1 .2 k(.2
xx% 1) =—-N S — —L ) —
ci(x",x",x°1) 2(x)(k/ 311 3/0

where we have used (9.48). Then we have

ac®  act 9c? INX AN ¢
pe (9 [0 LN pe (5 N (g _—1)—. 951
U(BX? + 3le- + ax?) ’/( Jk ijz. )( K 3x]1 BX,? ( )

Substituting (9.51) into (9.49), we obtain the following microscale equation in the

micro-domain: .
d oN.
—ADiSir——2 )t =0  in Q. 9.52

8x.2% U(”‘ 8x?)} e (052)

It is clear that (9.52) can be solved under the X 2-periodic boundary condition.

For terms O(e™'): Mesoscale equation
As mentioned previously, ¢ is a function of only x° and ¢! is a function of only x°
and x !; thus we have

d acd el 9 0 dct 9c?  9c?
O S pe (20 9N, 9 fpe (9 O I (953
8x,-1% ’](8x?+8x} +8x?)}+8xi2{ ’](ax?+8x} +8x12»)} ©-53)

If we introduce an integral average ()2 in the micro-domain to (9.53), then the last
term is reduced. By substituting (9.51) into this, we have the following mesoscale
equation under the X '-periodic condition:

9 N/
ﬁ{1)1.’:2(8;(, _ﬁ)} =0 in Q (9.54)
i k
1 INy
Dlf = —/ D¢, (3 " — —2) dx?. (9.55)
C Il Jo, U ax2

where D,.sz is the meso-diffusivity.
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For terms O(&°): Macroscale equation

Since ¢’ is a function of only x° and ¢! is a function of only x° and x', for the
terms £° we introduce an integration average ()2 in the micro-domain €2, under the
relation (9.51), and obtain

860 AN dc F) " IN! dc
§ —Ip*(s
ot ("’ ! )ax, 8x?% ik ( S )8x,}
d ac! dc? ac?
—— D —+—+ — | - f=0, 9.56
ax! { ol (ax? Ixj  Ox; )} ! ©-36)
1 INX 1
Hz s 8 2 d 2 Hz _ ad 2
"= o] (’k ax?) T =

J
(9.57)

Furthermore, we introduce an integration average ()1 in the meso-domain €21, and
obtain the following macroscale equation:

ac® L0 9 ac®
I % 9 (pr% Y_rH_0o inQ 9.58
o TV 8x?( i ax,O) 4 m & 039
1 ON'!
Dl =__ | Dpi*(s ——l)d ! 9.59
=020 e, ,k(kl ox) x (9.59)

1 IN 1
H _ Hs L) gyt H _ B gyl (9.60
K [€21] Jo, i ( “ Bxk) ¥ S T f 060

where D 5’ is the macro-diffusivity. We can solve the macroscale equation (9.58)
using the boundary conditions (9.10) and (9.11) and the initial condition (9.13).

We summarize the procedure to solve the diffusion problem of a multiscale
porous media using the HA method as follows:

1. Obtain the second order characteristic function Nzk by solving the microscale

equation (9.52) under the X 2-periodic condition.

2. Determine the meso-diffusivity D;Zz using (9.55), and obtain the first order
characteristic function N lk by solving the mesoscale equation (9.54) under the
X '-periodic condition.

. Determine the mesoscale velocity vfz and the mesoscale source f 2 from (9.56).

4. Determine the macro-diffusivity Dl.H, macro-velocity le, macro-source f

by (9.59), and obtain ¢’ by solving the macroscale equation (9.58) under the
boundary conditions (9.10) and (9.11) and under the initial condition (9.13).
5. The first order approximation of the true concentration c? is obtained as follows:

(O8]
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cfx, 1) ~ O(x 1) +ect(x0, x1 1) + 22 (x°, x!, x2 1)

ON!\) ac®
— -0 ! k 1
= —E{Nl +€N2 (Sk[—@)}glo (961)

9.4 Diffusivity of Compacted Bentonite Considering
Micro-structure

We can find many reports of diffusion experiments for bentonite (Gillham et al.
1983; Miyahara et al. 1991; Sato et al. 1992; Oscarson and Hume 1994; Sato and
Shibutani 1994; Kozaki et al. 1999). These types of experimental data of diffusion
and distribution coefficients will be used for the analysis of the long-term safety of
nuclear waste disposal facilities that use bentonite clay barriers. The data, however,
have not yet been estimated systematically in the sense of a theory of physical
chemistry; therefore it is necessary to re-assess these data not only by experiments
but also from the perspective of a molecular- and multiscale-based theory.

In this section we present the results of the MD/HA method for bentonite
diffusivity under the assumption of the periodic geometry of bentonite in the micro-
domain. That is, we provide the data of diffusivity of a micro-domain by MD,
then introduce a multiscale finite element method. Note that detailed results for this
section are given in Fujii (2002).

9.4.1 Experimental Data of Bentonite Diffusivity

Diffusion experiments of bentonite are classified into transient methods and steady-
state methods (Sato and Shibutani 1994; Kozaki et al. 1999).

A typical transient method is the in-diffusion method (i.e., concentration profile
method) shown in Fig.9.9: After the species is allowed to diffuse into the one-
dimensional specimen, it is sliced into segments of approximate thickness of
0.5 ~ 1 mm, and the amount of the species in each slice is measured. The diffusivity
is then determined using this concentration profile. The diffusivity determined by
this method is referred to as the apparent diffusion coefficient, which is denoted
by D,.

A typical steady-state method is the through-diffusion method shown in
Fig.9.10, where the concentration of species from the sampling cell is measured at
each time interval. At its steady-state the concentration is linearly increased, and the
time-rate corresponds to the mass flux, thus we obtain the diffusivity from the slope
of the mass flux. This diffusivity is referred to as the effective diffusion coefficient,
which is denoted by D,.

The apparent values of the diffusion coefficient obtained by the in-diffusion
method are shown in Tables 9.1 and 9.2, and the effective diffusion coefficients
obtained by the through-diffusion method are shown in Table 9.3. The effective
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diffusion coefficients are in the range applicable to cations, neutral species and
anions. The reason may be that in the neighborhood of the clay surface the cations
are diffusing faster because of their surface diffusion characteristics, while the
anions diffuse more slowly because of their ion exclusion characteristics.

Table 9.1 shows the results for a refined bentonite (i.e., Kunipia F®), and
Tables 9.2 and 9.3 the results for an unrefined bentonite (i.e., Kunigel V1®). The
chemical composition of these compounds was given in Table 1.1. By comparing
Tables 9.1 and 9.2 we can see that Kunipia F®, which consists mainly of smectitic
cla)(/@s, gives a lower value for the apparent diffusion coefficient than the Kunigel
V1¥®.

From Tables 9.2 and 9.3 we recognize a difference in the apparent diffusion
coefficient D, and the effective one D,. It is known that both are represented in
terms of the diffusion coefficient in bulk water D as

n 8
D,=— "Dy, 9.62
CTn4+0-n)pKyt 0 ( )

8
D, = n- Dy (9.63)
T
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Table 9.1 Apparent diffusion coefficient in a refined bentonite (Kunipia F®; Sato 1998)

Species Dry density [Mg/m?]

0.8 1.0 1.2 1.4 1.5 1.6 1.8 2.0
HTO  4.8E—10 1.8E—10 9.5E—11
08y 7.6E—12 7.6E—12 54E—12 43E—12
PTe 1.3E—10 3.2E—11 1.2E—11 1.0E—11
1291 2.6E—10 8.5E—11 24E—11
137cs  6.6E—12 4.8E—12 3.2E—12 22E—12 1.3E—12 7.9E—13 4.0E-13
2INp  5.0E—12 2.0E—12 1.0E—12 3.0E—13 2.0E—13 1.0E—13 3.0E—14

Unit: [m%/s]

Table 9.2 Apparent diffusion coefficient in an unrefined bentonite (Kunigel V1®:; sato 1998)

Species Dry density [Mg/m?]

0.8 1.0 1.4 1.6 1.8 2.0
HTO 9.9E—10 5.8E—10 4.2E—10 2.3E—10
PTc 7.2E—10 4.7E—10 1.8E—10 1.2E—10 4.4E—11
137Cs 1.4E—11 7.8E—12 5.2E—12
ZNp 7.0E—12 1.5E—12 2.0E—13

Unit: [m?/s]

where n is the porosity, p is the intrinsic mass density of the smectitic clay
(2.7Mg/m?), § is the constrictivity of pores, and T is the tortuosity. From (9.62) and
(9.63), we note that the apparent diffusion coefficient D, is related to the effective

one D, as
1

=— D,
n+(1—n)pKy

The apparent diffusion coefficient includes the term for the distribution coefficient
K ;; that is, the apparent diffusion coefficient, which includes the effect of adsorp-
tion, represents the diffusivity in a simplified manner, whereas the effective diffusion
coefficient is not influenced by the adsorption.

Since tritium water HTO is not adsorptive (see later), we can set K;=0. Then
(9.64) is given as

(9.64)

a

1
D, =-D,. (9.65)

9.4.2 Microscale Problem of HA for Bentonite

We present here the HA results for diffusion in bentonite and compare these with the
experimental results. For a pure smectitic bentonite, Kunipai F®, we apply the two-
scale HA: By solving the microscale equation (9.26) using a finite element method
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Table 9.3 Effective diffusion coefficient in an unrefined bentonite (Kunigel V1®; Sato 1998)
Species  Dry density [Mg/m?]

0.8 1.0 1.3 14 1.5 1.8 2.0

HTO 3.6E—10 1.4E—10 42E—11
5.6E—10 1.9E—10 5.1E—11
9Tc 4.4E—11 93E—12 14E—12
49E—11 1.9E—12
137Cs 8.6E—10 3.9E—10 2.5E—10 3.2E—11

1.6E—10 4.3E—11

2Np 1.2E—10 2.5E—11 2.5E—12

Unit: [m?/s]

Fig. 9.11 Unit cell for a pure
smectitic clay with eight
layers of clay minerals (Fujii
2002)

Crystal (layer)

External water

Intercrystalline distancH F

we obtain the homogenized diffusivity coefficient given by (9.31). For an unrefined
bentonite, Kunigel V1®, we apply the three-scale HA because it incorporates
quartz grains of about 10 um: By solving the microscale equation (9.52) and
the mesoscale equation (9.54) we obtain the homogenized diffusivity coefficient
given by (9.59). When solving the microscale equations in both cases, we use the
distributed viscosity characteristics, which are obtained from MD calculations.

9.4.2.1 Diffusion of Tritium in Pure Smectitic Bentonite

First we consider a pure smectitic bentonite, Kunipia F®, which consists of stacks
of clay minerals including interlayer water, and external water. We assume a simple
stack with eight clay minerals in the micro-domain (Fig.9.11). From MD results,
we know the diffusivity and viscosity as a function of the distance from the surface
of a clay mineral.

Tritium water HTO (*H,0) consists of a tritium atom, which is an isotope of
hydrogen, an oxygen atom and a normal hydrogen atom. The chemical property
is almost same as the normal water H,O, and in a bentonite saturated with normal
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water, the tritium behaves as a non-adsorbed species. Tritium is a radioactive isotope
with a half-life of 12.33 years, and it can be used as a tracer for identifying the
diffusivity in bentonite because it is non-adsorptive. We can directly compare the
experimental results with the HA calculated ones. The properties used in the HA
calculation for a pure smectitic bentonite are given in Table 9.4.

The water in the pure smectitic bentonite is classified as interlayer water, which
exists in the interlayer space between the clay stacks, and external water, which
exists externally to the clay stacks. Both the physical and chemical properties of
each type of water are strongly affected by the charged state of the mineral surface,
and the interlayer water is also affected by the interlayer cations. In Fig.9.12 we
show the distribution of the self-diffusion coefficient of water as a function of the
distance from the clay surface.

We assume that the profile of diffusivity of tritium water HTO is the same as
the normal water shown in Fig.9.12; however, its diffusivity in the bulk water is
specified by experiments as 2.44 x 107> cm?/s at 25°C (Klitzsche et al. 1976),
therefore the maximum value in Fig.9.12 is replaced by this experimental value.
The diffusivity in the clay mineral is, of course, null.

In the unit cell model of HA, the distances between each clay mineral (i.e., the
interlayer distance) and between the two stacks (i.e., the thickness of external water)
strongly affects the calculated results. Note that the thickness of a clay mineral is

Talbl? ?,'4 lf) roperties forg-tIA Bentonite Kunipia F®
calculation for pure smectitic .
bentonite (Fujiip 2002) Dry density 1.6, 2.0 (Mg/m’)
Porosity (dry density)  0.41(1.6), 0.26(2.0)
Saturation 100(%)
Temperature 25°C
Species HTO (tritium water)
Interlayer water Normal water
5 10-5 ¥ T v T ¥ T T ¥ T
373K
4105} B osns O SR ]
)'\"05\\ o HFp GG CQ};'\ ‘:x_(\a\,\ %
o <
& 310%5} ° 343K |
€ v %_tpuccmfﬂ:%nq:
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Fig. 9.12 Diffusivity of 0 . ¢
interlayer water obtained by 0"" 5 4 6 8 10 ‘1“‘2

MD (courtesy of 3
Prof. K. Kawamura) Position [nm]
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Table 9.5 HA calculated diffusivity of HTO in pure smectitic bentonite (Fujii 2002)
No. of Dry density [Mg/m?]

layers
1.6 2.0
Thick. ext. DiffusivityDH [m?/s] Thick. ext. DiffusivityDH [m?/s]
water water
Without With Without With
interlayer interlayer interlayer interlayer
d,,[nm] diffusion diffusion d,,[nm] diffusion diffusion
4 2.48 1.10x 10719 1,11 x 10710 4.87 3.57x 10711 4.82x 107!
6 3.54 1.42x 10719 1.52x 1071 6.96 494 x 1071 6.25x 10711
8 4.61 1.79x 10719 1,90 x 10~ 9.05 6.02x 10711 737 x 1071
10 5.67 2.07x 10710 2,18 x 10710 11.14 7.13 x 10711 849 x 107!
For bulk water 3.31 x 10710 2.11 x 10710
diffusivity
Fig. 9.13 Diffusivity in pure ¢ 10-10] : i i i i i i .
smectitic bentonite (Fujii — L A without diffusivity in interlayer water (¥4=1.6)
2002) g 4 r A with diffusivity in interlayer water (Ya=1.6)
P L O without diffusivity in interlayer water (Y¢=2.0)
= i A | @ with diffusivity in intedayer water (Y4=20)
*§ 3 - A constant diffusivity (Y4=1.6)
g i @ constant diffusivity (Y4=2.0)
= A
e I ® _'
g ? A ]
1L A ]
w
. s .
Il L Il L Il L Il
4 6 8 10

MNumber of clay layers

about 1 nm (Nakano 1991). The interlayer distance is determined by using the MD
results as a function of the interlayer water molecules n, and here we assume n=2. If
we specify the dry density and the number of minerals in a stack, we can determine
the thickness of external water d,,.

We also assume that the stacks are randomly oriented; therefore for the homoge-
nized diffusivity Dﬁ' in the x-direction of the quasi-one dimensional micro-domain
model, the macroscale diffusivity D is assumed to be isotropic, given by
D =pli/3.

We give the HA results in Table 9.5 and Fig. 9.13, which were calculated using
stack models with 4-10 clay layers in the micro-domain model Fig.9.11, and the
properties given in Table 9.4. Note that if the diffusivity is constant and the same
as for the bulk water (2.44 x 107> cm?/s), the homogenized diffusivity D is the
same for all cases, which is independent of the number of minerals in a stack and the
thickness of the external water. Thus the profile of the diffusivity in the interlayer
space strongly influences the macroscale diffusivity.
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i i
Macro-grain |
@ Smectite crystal A stack
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(a) Meso—model (b) Micro—-model

Fig. 9.14 Meso-/micro-models of the multiscale HA (Fujii 2002)

Since the interlayer distance is small, the water in that space is strongly affected
by the surface of the clay minerals. Thus, the diffusivity in that space becomes very
small, which is the same mechanism shown for permeability (Chap. 8). In order to
verify this fact we calculated the results for both cases (i.e., with/without diffusion
in the interlayer space) and these are shown in Table 9.5. The difference between
both cases is significant, therefore the major transport path is in the external water.

9.4.2.2 Multiscale HA for Bentonite

We use a three-scale HA for Kunigel V1® with the same properties as indicated in
Table 9.4. Since Kunigel V1® includes the same percent for the quartz grains and
the smectitic clays by weight, this can be simplified to give 2/3 by volume as stacks
and 1/3 by volume of quartz grains. The schematic diagram shown in Fig.9.14a is
the unit cell in the meso-domain, which consists of a domain of quartz and a mixture
of stacks and external water. The diffusivity in the quartz is null. The unit cell in the
micro-domain shown in Fig.9.14b is the same as that for the pure smectitic clay.
We assume that the pore structure of Kunigel V1® s intensively represented in the
micro-domain, and there exist only quartz grains and stacks in the meso-domain.

We calculate the model of Kunigel V1® described above. The number of layers
of clay minerals in a one stack is given as 4—10, the same as for the case of the pure
smectite, Kunipia F®_ The results are shown in Table 9.6 and Fig. 9.15 together with
the results for Kunipia F® . We also show the effective diffusion coefficient obtained
by the through-diffusion method, which is same as the homogenized diffusivity D
in this HTO self-diffusion problem.

We observe that the HA-calculated results are close to the experimentally derived
results for Kunigel V1®. The diffusivity of Kunipia F® is less than for Kunigel
V1® for the same dry density of 2.0 Mg/m?>. The experimental data of Sato (1998)
show that the diffusivity of Kunigel V1® js several fold that of Kunigel V1® fora
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Table 9.6 Diffusivities of HTO in bentonite (Fujii 2002)
No. of clay Diffusivity D# [m?/s]

minerals
Kunipia F ® Kunigel vi®
Without interlayer ~ With interlayer ~ Without interlayer With interlayer
diffusion diffusion diffusion diffusion
4 3.57 x 1071 4.82x 1071 5.10 x 107! 5.81 x 107!
6 4.94 x 101 6.25 x 10711 6.62 x 1071 7.38 x 10!
8 6.02 x 1071 7.37 x 10~ 9.00 x 10~ 9.77 x 10~
10 7.13 x 1011 8.49 x 10~ 1.06 x 10710 1.14 x 10710
Experiment 42 x 1071
(Sato and Shibutani 1994) 5.1x1071
Fig. 9.15 Effective Exm‘“)] — ‘ ‘ ‘ — :
diffusivity of bentonite with a - o Kunipia—F (without diffusivity in interlayer water)
dry density of 2.0 Mg/m3 and C‘E ® Kunipia—F (with diffusivity in interlayer water)
. = [ O Kunigel-V1 (without diffusivity in interayer water )
the number of clay minerals 5 15+ B Kurigel-¥1 (with diffusivity in i i
. = unigel=\1 (with diffusivity in intedayer water)
in a stack (Fujii 2002) % b | X Kunigel-V1 (experiment)
£ .
s 1L il
.S [ E °
5] [ [ °
A . v o ° ]
05 = =] fe) X _
L o X
| 1 L 1 L |
4 6 8 10

Number of clay layers

dry density of 1.6 Mg/m?, while the HA results show ratios of 1.2:1.3 times. This
may be due to the high tortuosity of Kunipia F® and the possible consequences of
a smaller interlayer space.

It is reported that the number of layers in a stack in smectitic clays is on average
eight (Fujii and Nakano 1984). If we observe the numerical results and consider the
effects of tortuosity, we can conclude that the number of layers in a stack can be
around eight.

9.5 HA and Similitude for the Seepage/Diffusion Problem

By using the micro-/macro-model shown in Fig. 9.16 and Table 9.7, we can calculate
the flow field in pure smectitic bentonite. We assume that nine layers of clay
minerals are stacked in this micro-model, and the stacks are distributed in a random
orientation. The height of a macro-model is set as / =1 m, which gives the parameter
£=107". In the microscale model of Fig.9.16, d,,, is the height of external water,
and d;,, is the height of interlayer water, which is determined depending on the dry
density p; as shown in Table 9.7. The height of the micro-model is

X; = 9+ 8din + deoy, [nm].
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Fig. 9.16 Macro-model and micro-model for a hydrated pure smectite

Table 9.7 Calculated properties and permeability for a hydrated pure smectite
pa Mg/m®  Voidratioe  diy; nm  doy nm  dip/de Kpp X107 Pm/s

1.2 1.24 1.12 2.20 0.80 23.70
1.4 0.93 0.91 1.10 0.87 7.82
1.6 0.59 0.59 - 1.00 2.28
1.8 0.50 0.50 - 1.00 1.42

Note that the external space disappears for the case p; > 1.6 g/cm?. The viscosity
n is given as a function of distance from the surface of the clay mineral. The
boundary condition in the macro-model is set as the hydraulic gradient between the
upper and lower surface, which is 1.0. The stacks are randomly oriented, therefore
the permeability can be regarded as isotropic; K=K7},/3 where K} is the C-
permeability calculated by (8.31) and K, is the H-permeability in x| -direction. The
homogenized velocity is given by v/ =(vl-). Since the stack orientation is random,
the averaged velocity is v =v/ /3, and the calculated velocities are given for a
hydrated pure smectite in Table 9.8.

As discussed in Sect. 5.6, the Peclét number in the diffusion Pe denotes the ratio
of the mass transported by convection relative to the mass transported by diffusion.
In the HA for the pure smectitic bentonite, the normalized length L of (5.142) is
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Table 9.8 Averaged velocity, diffusivity and Peclét number for a hydrated
pure smectite

pa Mg/m®  Lnm v x1077m/s  DH x107"%m?/s  Pep x1071*

1.2 4.49 7.260 1.089 2.993
1.4 4.17 2.390 0.767 1.299
1.6 3.78 0.698 0.508 0.520
1.8 3.67 0.433 0.412 0.386

chosen as the size of the unit cell, and the normalized velocity and diffusivity are
chosen as the homogenized velocity v/ and diffusivity D*’; therefore the Peclét
number Pep is calculated as

v /L

Pep = — 1=
b= pH/L?

L=e(X] X3 XH3. (9.66)

Thus, using the HA method, we can obtain the Peclét number correctly. Note that in
conventional calculations the normalizing length L can be chosen arbitrarily, which
can influence the calculation.

In the self-diffusion problem of water molecules under a given hydraulic
gradient, we can calculate the local velocity distribution and the homogenized
diffusivity of water molecules for the micro-/macro-model (Fig.9.16), and the
averaged velocity v is given in Table 9.8. The homogenized diffusive coefficient
D is also given in Table 9.8. The Peclét number Pep can also be calculated
correctly, as in Table 9.8, and, since the Peclét number for this problem is extremely
small (Pep <« 1), the problem is diffusion-dominant.



Chapter 10
Long-Term Consolidation of Bentonite and a
Homogenization Analysis of the Flow Field

Proposals for the geological disposal of heat emitting high-level radioactive wastes
(HLW) have been put forward by many countries including Japan, Canada, Sweden,
Switzerland, USA, Spain and others. The disposal concepts invariably involve
underground multi-barrier schemes where bentonite clay is chosen for a number of
desirable attributes including its swelling potential and ability to trap the majority
of released radionuclides (JNC 1999; Chapman and McCombie 2003).

The Japanese proposals for the disposal of HLW also advocate a multi-barrier
system with an engineered barrier system (EBS) and a natural geological barrier,
i.e., the surrounding rock mass. The EBS consists of the vitrified waste, a metal
overpack and compacted bentonite. As a physical and chemical buffer, the bentonite
plays an important role in preventing the long-term transport of radionuclides from
a repository. Therefore, it is necessary to understand correctly the performance of
bentonite in its role as an engineered geological barrier. However, in laboratory
consolidation experiments on bentonite specimens over a long-time period, we
frequently observe a secondary consolidation, and the true mechanism of this
secondary consolidation is not yet clearly understood; researchers have applied
viscoelastic and elasto-visco-plastic models (Gibson and Lo 1961; Schiffman et al.
1964; Singh and Mitchell 1968), while others have proposed a conceptual model
of macro-pores and micro-pores (Kamon et al. 1985), but these cannot be easily
applied to practical engineering problems, particularly those involving geological
disposal activities.

The experimental results of long-term consolidation tests on samples of unrefined
bentonite, Kunigel V1®, show that the secondary consolidation is caused by the
micro-inhomogeneous behavior of a seepage process in the bentonite that occurs
due to the compression of the external pores and interlayer spaces. In this analysis
the change in permeability is provided by the results of the MD/HA method, which
is described in Chap. 8. The deformation behavior is analyzed by using the standard
Cam clay model (Schofield and Wroth 1968; Atkinson and Bransby 1978; Atkinson
1993; Davis and Selvadurai 2002; Pietruszczak 2010).

Y. Ichikawa and A.P.S. Selvadurai, Transport Phenomena in Porous Media, 267
DOI 10.1007/978-3-642-25333-1_10, © Springer-Verlag Berlin Heidelberg 2012
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10.1 Long-term Consolidation Test on Bentonite

Many of the nuclear waste disposal concepts advocate the use of bentonite as a
buffer between the host rock and the metal overpack, which contains HLW, i.e., the
spent fuel or the vitrified waste, but little is known about the long-term behavior of
bentonite.

A test result on Kunigel VI®, which was performed over a period of about
3 years will be described. The Cam clay data for the compression index A and
a swelling index « defined by (6.70) and (6.71), respectively, is utilized in short-
duration tests involving consolidation and unloading before long-term consolidation
tests are performed. The swelling due to suction of water in the interlayer space of
smectitic clay minerals has to be distinguished from the swelling due to elasto-
plastic characteristics; the former is called ‘suction swelling’ and the latter is
‘elasto-plastic swelling’.

In this test, water was first imbibed by a specimen of Kunigel V1® that was
constrained from movement at both ends, allowing the developed swelling pressure
to reach a constant value. Next, a short-term test sequence of consolidation and
unloading was performed to obtain the compression index A and the swelling
index «. After this procedure, a constant stress was applied and the displacement
was measured. The procedure employed in the experiments is outlined in Table 10.1
and a schematic diagram of the apparatus is shown in Fig. 10.1.

Results for the long-term consolidation are shown in Fig. 10.2, which indicates
that a secondary consolidation process takes place and then, after about 100 days,
a tertiary consolidation.

Table 10.1 Outline of the long-term consolidation of Kinigel vi®

Item Content
Type of experiment 1D consolidation
Apparatus Standard consolidation apparatus with functions measuring
the swelling pressure and the amount of imbibed water
Specimens Unrefined bentonite (Kinigel V1 ®)
Dimension Diameter 60 mm, height 10 mm
Initial dry density p; ~ 1.37 and 1.60 Mg/m?
Procedure (1) Compacting the powder bentonite in a cell.
(2) Absorbing water under constant volume (measuring the suction
pressure).
(3) Performing the short-time consolidating and unloading to obtain A
and k.
(4) Continuing the long-term consolidation under a given stress.
Applied stress Max 3.25 MPa
No. of tests Two tests under five different conditions (total ten tests)
Temperature Constant (21°C)

Pore water Pure water and NaCl water
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10.2 MD/HA Seepage Analysis and 1D Consolidation Theory

In order to apply the MD/HA permeability developed in Chap. 8 to a 1D consolida-
tion problem, we introduce the following assumptions:

Assumption 1:  The target bentonite is a pure smectitic clay, and water flows in the
interlayer space of the clay minerals and/or the external space of the clay stacks.
If the dry density exceeds 1.8 Mg/m?, there exists only the interlayer water (see
Fig. 10.3).

Assumption 2:  In a unit cell of the two-scale HA model we assume a quasi-1D
flow if we have a stacked model with parallel clay minerals, and the stacks are
assumed to be randomly distributed. Therefore the permeability obtained by the
MD/HA procedure is isotropic, and water can flow in any direction.

Assumption 3:  Both the clay crystal (i.e., solid part) and the water are incompress-
ible. The permeability can change due to the volumetric deformation Ae, during
a consolidation procedure, since an amount of external water and/or the interlayer
distance between clay minerals changes. This assumption is represented as

Ae
1+4+e

Ag, =

where we use the convention that the compression is negative.

Gibson et al. (1967) proposed an alternative 1D consolidation theory under
a finite strain condition; however, if we ignore a volume change due to the
deformation process of the solid skeleton, the consolidation theory is not completely
correct. We present a finite strain 1D consolidation equation based on the finite strain
consolidation theory described in Sect. 6.3.
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Fig. 10.3 Dry density and interlayer water for bentonite (Pusch 1994)
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10.2.1 1D Finite Strain Consolidation Theory

Let X* =Xz E g and x =x;e; be position vectors in the reference and current
configurations (Fig. 10.4), respectively. We assume that in our 1D problem the
deformation exists only in the x3-direction, i.e.,

X1 = Xl*’ Xy = Xz*, X3 = )C3(X;,Z). (10.1)

Thus the deformation gradient and its inverse are obtained as

100 ~ 10 0

1
(F;;z 010, FK) =010 |, 8=§Xi1, F*=(F"".
00§ 008! 3
(10.2)
The Jacobian is given as
J* =det F* =34. (10.3)

Note that gravity acts in the negative x3 direction, and we have b = (0, 0, —g).

The differential terms with respect to X" and X} are all null. The components
with respect to X3 of the nominal effective Cauchy stress I1’ and the nominal pore
pressure P given by (6.27) are obtained as

My=(/" (F)7'e’) =" (F)5'oly=ofs. (PI) =(/*(F")'p) =p
(10.4)
where ¢’ and p are the effective stress and the pore pressure in the current
configuration, respectively.
Following the sign convention used in soil mechanics, we can write the mean
effective stress as p’ = —o3;. Then the equilibrium equation (6.29) is given by

’

ap _80§3 mg = op

= o —mg = o —mg. 10.5
oX; ~ 0x; ox; "¢ (10.5)
i X=X,
[
i
X
i y
4 X(Xo)
x(X+5X.0)
¥
+ x(X.t)
' Y X=0) 1 | —
(a) Initial configuration (b) Current configuration xX(X=0,1)

Fig. 10.4 1D consolidation model under finite strain
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Also, if we assume that the permeability is isotropic, i.e., k = (k §;;), we obtain
the permeability and mass flux in the reference state as

k§ 0 0
K=JF"'"%(FT=[0ks 0 |.
0 0 k§7!
0 (10.6)
i * 0y _ _ 0
V = K(Gradp ,ob>— k - ap e
X}

The intrinsic solid part (i.e., clay crystals) and water are assumed to be
incompressible, i.e., p* =0, p=0. Then the mass of the solid part is given as
m* = p*(1—n)J*, and the mass conservation law implies m* = 0, which suggests
that .

néd=(1-n)é (10.7)
where n is the porosity. By substituting (10.6) and (10.7) into (6.22), the seepage
equation under finite strain is obtained as

: ad _, dp
— k 122 =0. 10.
8 oX7 |: (8 X7 ,og):| 0 (10.8)

Let e be the void ratio, and e be its initial value. Then we have

1
Jro—te s (10.9)
1 +ep

The classical theory of soil mechanics states that under normal consolidation
conditions the relationship between e and In p’ can be represented in the form

e=—A(In p'—1In pp) (10.10)
where p( is the initial mean effective stress. Then we have

dp’ de
de =20 — _ Ly = _
e=—Ar=sUdamdy. = e T T oy

(10.11)

where m, is the volume compressibility coefficient. By substituting (10.5), (10.9)
and (10.11) into (10.8), we obtain the following 1D consolidation equation applica-
ble for finite strains:

kg
1+ew -p)

(10.12)

1 de [k 14+e de

- — — "o | =0, I =
[Teodi  OX: nu(1+-azax;'+”1g] "

where the term m'g represents the influence of buoyancy.
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For simplicity we set X; = X , and assume that the initial void ratio is uniformly
distributed. Thus we have the following initial boundary value problem (IBVP):

Governing equation
de a de de a de de
— | Cc.—= =———|Cr— | -Cx— =0, 10.13
o ax( Fax“) di ax( Fax) Kox (10-13)

2 -1
CF:£<1+6) ’ é‘:(1“‘ff’o)m/g:('o*_p)kg<l—i_e)

m,\1+ep 1+ e

(10.14)
—1
a I+e ok k
Ck=—==(p"— — = 10.15
K7 %e (o p)g<1+eo) (8e 1+e) ( )
Boundary conditions

Dirichlet condition: e(X,t)=¢é(t) atX=a (10.16)

ad N
Neumann condition: — p(CFa—; + C) n=0Q,t) atX=> (10.17)

Initial condition
e(X,t=1) = ey(X) (10.18)

where n is the unit outward normal at X =5, and QW is the measured value of
mass flux.

The third term of the Lh.s. of (10.13) is caused by buoyancy, as mentioned
previously; if the permeability is small and if the nonlinear term that depends on
the void ratio e can be ignored, the IBVP system is given as follows:

Governing equation: Cx=0

de d de
5T (CFE)_X) =0 (10.19)

Boundary conditions: Cx =0
Dirichlet condition:  e(X,t) =é(t) atX =a (10.20)

ad N
Neumann condition: — pCp a—;n =0,() atX=>b (10.21)

Initial condition: Cxk=0
e(X,t=1) = ey(X) (10.22)
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10.2.2 Weak Form of the 1D Finite Strain Consolidation
Equation

To develop a finite element scheme we introduce a weak form of the strong form
system (10.13)—(10.18). We integrate (10.13) after multiplying an arbitrary function
w(X), which is null at X =a, and obtain the following weak form of the 1D finite
strain consolidation equation:

de de Ow de A
Ywiw=0atX = a) (10.23)

where we integrated the second term by parts, and introduced an inner product as

(re)= [ rnseax

10.2.3 FEM for 1D Finite Strain Consolidation Equation

We discretize the weak form (10.23) by FEM, and introduce a #-method for the time
discretization.

10.2.3.1 Finite Element Galerkin Method

We apply the finite element Galerkin method to (10.23). That is, we intro-
duce FE interpolation functions N, (¢ =1,2,---,N) for the void ratio e and
Ng (B=1,2,---, N) for the arbitrary function w:

e(X,t) = No(X)eu(t), w(X,t) = Ng(X) wg(2). (10.24)
where e, (t) (@ =1,2,---,N) and wg (B =1,2,---,N) are node vectors of

e and w, respectively. We substitute the approximations (10.24) into the weak form
(10.23), and eliminate the arbitrary vector {wg} to obtain

de
Maﬂa—f + Kupep + Rop e = O (10.25)

where we have

Meys = <Na, Nﬂ>, (10.26)
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Kup = (‘Z])V( Crle )dNﬂ> (10.27)
Rop = (Na, CK(e) dNp > (10.28)
Qu =(Qw, Na(Xzb)>. (10.29)

The result (10.25) is a nonlinear equation. We can introduce a modified Newton-
Raphson method (Owen and Hinton 1980) for solving (10.25). Then we rewrite
(10.25), and (10.26)—(10.29) by introducing variables with superscripts k and k — 1,
which implies the values of the variables at each iteration step, and we have

aEk k— 1 k

Mup "+ Kig'eh + Riglef = (10.30)
Maﬂ = <N0(7 Nﬁ>s (10.31)

N, dN, _ .
=T cr@H ), = N, (X)ek™! (1032)

dN,

R = (Now Cr(@ ) L), (10.33)
0k =(’; Na(Xzb)>, (10.34)

10.2.3.2 Time Discretization: # -method
The node vector eg (B=1,2,---,N) is a function of time ¢, since we introduced a

discretization in space using the FEM. We use a 6-method for time discretization.
Let eé\' ~!, which is a node vector at the time step N —1 be known. Then the

unknown vector ¢%V, which is given at the time step N and at the nonlinear iteration
step k is assumed to be

eht = VT g A [(1 — )N ¢ Gé/’;N] (10.35)
where At is the time increment, and 6 is a constant given by
0<6<1. (10.36)
The procedure with 6 = 0 corresponds to an explicit difference scheme; 8 =1 is an
implicit difference scheme; and 8 = 0.5 is the Crank-Nicolson scheme.

Since (10.30) is satisfied both for the steps N —1 and N, we have

MaﬂezN 1 K lkN 1+Raﬂle§N 1 Q];,N—l’ (1037)
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Mupéy™ + KE e + RE e = 08N (10.38)

Then after multiplying (10.37) by 1—6 and (10.38) by 6, and adding the resulting
equations we obtain

Kopey™ = Q&N (10.39)

.M, _ _
Rup = Atﬂ +0(KE" + REGY).

OuN ==V +0 00" + [

Maﬂ k—1 k—1 k.N—1
——(1-0)(K R
AL ( )(Kas ' +Rys') | e €

where we used (10.35). If we solve (10.39) by an iteration procedure, we can
determine the node vector eg’N at each time step N.

10.2.4 Relation Between Permeability and Void Ratio for
Compacted Bentonite

We use a model for a pure smectitic bentonite, Kunipia-F®, which is compacted
initially to a dry density of 1.4 Mg/m?®. The material properties of this bentonite are
shown in Table 10.2.

We assume that there is no external water when the dry density exceeds
1.6Mg/m3. We consider a unit cell in the two scale HA, which involves a stack
of clay minerals as shown in Fig. 10.5. Note that the following analysis is due to
Theramast (2003).

Assuming that the number of clay minerals involved in a stack is 10, the
interlayer distance is arranged between d =0.2 ~ 0.85 corresponding to the void
ratio e = 0.2 ~ 1.2. We use the relationship between the interlayer distance and the
permeability, which is obtained by the MD/HA calculation as shown in Fig. 10.6,
which is given as

e=oay + Pulnk (10.40)

where we determine the coefficients by a least squares approximation as follows:

Table 10.2 Material properties of a compacted bentonite, Kunipia-F®

Elastic coeff. Poisson’s ratio  Wet density ~ Dry density  Int. frict. angle
[MPa] [Mg/m’] [Mg/m’] [°1

1,100 - 2.0 1.4 30

Vol. comp. coeff. A K M Do

m, [MPa]™! [MPa]

4.10 x 10~ 0.1403 - - 0.1
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Fig. 10.5 A unit cell model Unit cell
of a stack of clay minerals 7 T 1.0nm

= T d

Zal

Clay mineral Interlayer
7 water
Fig. 10.6 Relationship 2 /.
between void ratio and
permeability e
1
B
B
2 0.4
g™ P
0.2
—@— Pusch (1994): e=19.6951+0.6014*In(k)
—O0— HA: e= 5.6634+0.1541%*In(k)
U‘ll 016 ]IO-IS |I0_|4 |I0.|3 10712

k: hydraulic conductivity (m/sec)

apg = 5.663, Bu = 0.1541.

Using previous experimental results, Pusch (1994) schematically showed the
relationships between the void ratio and permeability for three kinds of clays
(Fig. 8.12). From these results we obtain a relationship between the void ratio and
permeability for montmorillonite clay as

e =ap + Bplnk) (10.41)
ap = 19.695, Bp = 0.6013.

This result is shown in Fig. 10.6. We understand that the permeability obtained
by the MD/HD procedure is different from the experimental data at these values
of low void ratio. However, as we will discuss later, if we use both sets of data
for the 1D consolidation analysis, the results in both cases are similar, and we
cannot reproduce the secondary consolidation response. Conducting permeability
experiments on these low permeable materials is extremely difficult. Thus we cannot
conclude that the MD/HD results are incompatible with the experimental results.

In soil mechanics it is common practice to adopt a viscous model to describe
the process of secondary consolidation (see Mitchell 1993); however, by using an
MD simulation it can be shown that a smectite clay stack does not possess a high-
enough viscosity to account for the secondary consolidation process (Ichikawa et al.
2004). Therefore, it is necessary to consider an alternative mechanism to represent
the secondary consolidation.
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Let us introduce such a concept where changing the state of consolidation also
contributes to a change in the permeability. That is, at the first stage t =0 the
permeability is homogeneous everywhere in a specimen with a value ko. At stage
t =t, when consolidation is in progress, the permeability varies at each point. Then
at the final stage 1 =1 7, the permeability again becomes homogeneous with a value
of k f-

As consolidation progresses, the permeability changes, therefore if we introduce
the state of consolidation at # = 7 in terms of the void changes as

ey — €

U= ——, (10.42)
€y —éef

then we can define the permeability at any arbitrary time

logk —logk s \*
=) =1 10.43
(logko —logky tu ( )

where ep and e are void ratios at the initial and final stages, respectively. The
permeabilities at the initial and final stages k¢ and k  are determined from Fig. 10.6.
The material constant « is determined by referring to Fig. 10.7. Note that u is known
as the degree of consolidation.

Thus, we have an alternative form of (10.43):

If we set

=
)

=
=

(log k — log kn/(log ko — log ky)
<o
to

Fig. 10.7 A function which 0 = )
represents the 0 0.2 0.4 0.6 0.8 1

inhomogeneous consolidation (e —ep)(e—ep
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then the permeability k is obtained as

I—x
k = ko (’%) _ (10.44)

10.2.5 Consolidation Experiment and Inhomogeneous 1D
Analysis

We use a model of double-sided (both top and bottom) drainage consolidation for
our 1D analysis as shown in Fig. 10.8.

Using the material parameters given in Table 10.2, and applying loads F**' =
0 ~ 2.05MPa at the top surface, we obtain the results shown in Fig. 10.9.

The curves shown in Fig. 10.9 indicate the following:

Solid line: Data fitted curve for a bentonite consolidation experiment.

Dashed line: Consolidation curve under a constant permeability k = k for all time-
steps and all parts of the specimen.

Line with o: Consolidation curve using the void ratio-permeability relationship
(10.40), which is obtained by the MD/HA simulation. The permeabil-
ity is constant in the specimen at each time-step (i.e., homogeneous
permeability).

L

£
. = Specimen
Fig. 10.8 Model for b
inhomogeneous 1D B 7 AN 7
consolidation analysis 60 mm

=l

£
E
=
[9]
g
©
a
il
b=
3 \
+ 2| —— experiment \
g." — — MD/HA k, =
—o— MD/HA k
X Pusch (1994) B
| | | | | |
10t 1077 1 10" 10° 10 10 10

time (day)

Fig. 10.9 Experimental and numerical results: For homogeneous permeability cases
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Line with x: Consolidation curve using the void ratio-permeability relationship
(10.41), which is based on the work of Pusch (1994). The permeability
is constant in the specimen at each time-step (i.e., homogeneous
permeability).

Note that in our analysis the initial void ratio is given as ep = 1.2, and therefore the
initial permeability from Fig. 10.6 is ko = 3.0 x 10™"* m/s.

From the results shown in Fig. 10.9, it can be seen that for the case of a constant
permeability k = k¢ for all time-steps and in all regions of the specimen (dashed
line) the consolidation is terminated at an early stage. If the permeabilities given
by the MD/HA simulation (line with o) and the results of Pusch 1994 (line with x)
are used, the consolidation terminates later. However, none of these cases correctly
represents the secondary consolidation.

By comparing the permeabilities given by the MD/HA simulation (line with o)
and the results given by Pusch 1994 (line with x) we can see that both cases give
similar results; this suggests that for very low permeability, the relative difference
in permeability is not particularly important.

We assume that at the early stage of consolidation, water is drained from the
space external to the stacks in the specimen of bentonite; at the intermediate stage,
the water is drained from both the external space and the interlayer space, and
at the final stage, the water is drained from the interlayer space. Bentonite has a
double space structure and shows secondary consolidation behavior because of this
structure. From this point of view it is clear that even for permeability changes
over time, the secondary consolidation behavior is not represented in these analyses
because of the homogeneous permeability in the specimen.

By considering this fact, we can derive a model given by (10.42), in which the
permeability varies in a specimen since the void ratio is nonhomogeneous.

_—
E J
£
S
e
c 1 —
@
I
]
(=] 4
o
=%
0
T, |
= —— experiment
[ : © eosm
8} ® non-uniform &
ki
g t J
3 | | I | | |
w0 0? 107 107" 10° 10! 10° 10°

time (day)

Fig. 10.10 Experimental and numerical results: For non-homogeneous permeability case
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The result obtained using this model with non-homogeneous permeability in the
specimen is shown in Fig. 10.10, which represents the secondary consolidation of
bentonite more accurately.

The most important observation derived from this analysis is that the secondary
consolidation is not caused by creep of the solid skeleton. This was confirmed using
X-ray diffraction: Ichikawa et al. (2004) have used an X-ray diffraction apparatus to
measure the crystalline structure at each point of the specimen during consolidation.
From this X-ray diffraction measurement, the above conclusion was verified. It is
important to carefully plan experiments when using materials with extremely low
permeability, since a non-homogeneous state is easily achieved; in the experiments
cited, the specimen was only about 10 mm in height.

Note that we use (10.42) for deciding on the local permeability, where we
introduce a parameter o to represent the internal pore structure schematically.
Further work is needed to establish the correct permeability model for bentonite
with a multiscale pore structure.



Appendix A
Introduction to Vectors

We show some details of the algebra required to study the continuum mechanics
of porous media. Further details can be found in the introductory chapters of
Malvern (1969), Fung (1969), Mase (1970), Chadwick (1976), Selvadurai (2000a),
and Spencer (2004).

A.1 Vectors in R3

Let us introduce an orthogonal coordinate system (i.e., Euclidean coordinates)
X1, X2, x3 (instead of x, y, z) in the three-dimensional real number space R3. The
Euclidean basis is {e1, €2, e3}. Then, a vector v in R3 can be given as

v =vie; + ey + vies
(Fig. A.1). By using Einstein’s summation convention, we write this as
Vy=yv;e;. (Al)

That is, the index i in the r.h.s. term of (A.1) appears twice, which is referred to as
the dummy index and implies that the index is added from 1 to 3 in R®. On the other
hand, we have a free index that appears only once in a term. For example, in the
following equation:

V; = Q,‘j Vi, (AZ)

the index i appears once in each term, and it implies i = 1 or 2 or 3. Note that in
(A.2) the repeated index j is dummy, which must be summed up from 1 to 3.

Y. Ichikawa and A.P.S. Selvadurai, Transport Phenomena in Porous Media, 283
DOI 10.1007/978-3-642-25333-1, © Springer-Verlag Berlin Heidelberg 2012
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Fig. A.1 A vector in the
three-dimensional real
number space R?

A.2 Inner Product and the Length of Vectors

An inner product of the Euclidean bases e; and e ; gives the following ortho-normal
condition:

e,--ej :8,']‘ (A3)
s )1 i =] A
Yollo if iy

where §;; is Kronecker’s delta, which is equivalent to the unit tensor /:

100
(D)= (;)=1(010]. (A.5)
001

By using (A.3), an inner product of vectors u and v is written as
u'v:u,-vje,-'ej:uiijij:u,-v,-. (A6)

Note that the coefficient v; of a vector v = v; e; is obtained by an inner product
betweenv and e;:
vi=v-e.. (A7)

Assume a linear transformation A that maps a vector u into another vector v (i.e.,
v = A u) where the coefficients are represented by a matrix ( 4;; ).! Then, an inner
product between this v and a vector w is given as

"Let 2/ and V be linear vector spaces (see Appendix C for the linear vector space). A transformation
v=Au (u€U, v€V) is linear if

A(u1 +ll2) =All1 +Allz, Vlll,uz,

A(ku) =k Au Vk,u

where k is a scalar number.
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W'VZW'AHZW,'A,']'M]'=Aj,'WjI/l,'=ATW'll (Ag)
where AT represents the transpose of A, and the coefficient matrix of A7 is

Ay Ay Az
(A,C) =| A2 An An
A3 Ay Az

The length of a vector v is written as | v |, which is obtained by using an inner

product as
[v| = vy (A.9)
The inner product of two vectors u and v is then rewritten as

u-v=|ullv|cosb (A.10)

where 6 is the angle between u and v.

A.3 Coordinate Transformation

Consider the coordinate transformation from a system {x; } into another system {x/},
which is shown in Fig. A.2. The base vectors are {e; } and {e’} corresponding to each
coordinate system. A transformation can be written as

ef = Qij ej (All)
where the coefficient matrix of Q is

On Qi Q13
(Qij) = | 021 02 023 |- (A.12)
031 03 033

which is a coordinate transformation matrix with the following properties:
00"'=0"0=1. 07'=0" (A.13)

(07! is the inverse of @, and I is the unit tensor). An index notation of (A.13) is
represented as

Qik Ojk = Oki Okj = 6ij. (A.14)

Let an angle between e} and e; be 6;; as shown in Fig. A.2a for the three-
dimensional case, and we have
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{}:3_{}
s L
N2 0n2-0
-~

I/ Sover!

H \‘f' =0 N
‘\ 0 I‘ )

\ 7/

\\__’
0h=3n/2-0

Fig. A.2 Coordinate transformation; (a) three-dimensional case, (b) two-dimensional case

e;-e;=|e.||e;|cosb; =cosb;.

This results in
Qij = COS 9,']‘. (AlS)
(Qij) is then referred to as the matrix of direction cosines. We have the following
identity:
e;-e; =38;=Qier Qe = Qi Qjidi = Qi Qi

which proves the result (A.13) or (A.14).
For the two-dimensional case shown in Fig. A.2b, we have cos(r/2 — 0)
sin 6, so that we have the following simplified relationship

sin 0, cos(3w/2—0) =—
0n 0On cosf sinf
i) = = . A.16
(Q”) (Q21 0x» —sin6 cos 6 ( )
If a vector v is transformed into v’ by Q, we have a similar rule to (A.11):
(A.17)

vV = Q0.
The relationship of a linear transformation v = A u can be similarly represented in

a new coordinate system as
v =0u,

vV =0,

which gives the following transformation rule for the second order tensor A:
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v:Au:QT /:AQTu’
= A'=0QA0". (A.18)

A.4 Outer Product

An outer product or vector product of two base vectors e; and e ; is given as

e; Nej =¢ejreg (A19)
where
1’ lf (l7j7k) :{(1’2’3)5(2735 1)5(35172)
eijk = -1, if (i,j.k)=1{(1.3,2).(3.2,1),(2.1,3) (A.20)
0, otherwise

is the permutation symbol. An outer product of two vectors @ and b is then given as
a/\bzaie,-/\bjej=eijkaibjek. (A.21)

Note that by using the permutation symbol ¢;;i, the determinant of a (3 x 3)-matrix
(A;j) can be written as

Ay App Agz
detd = Axl Ay Az | = Cijk A Aj2 Ags. (A.22)
Az Az Az



Appendix B
Partial Differentiation and Integral Theorems

Several fundamental results concerning partial differentials and integral theorems
are summarized. Further expositions are given by Spiegel (1971), Greenberg (1998),
Riley et al. (1998), and Selvadurai (2000a).

B.1 Calculus of Partial Differentials

If a function f is defined in a one-dimensional domain x, its differential is
represented as an ordinary differential:

df _ o S AY) — )

dx  Ax—0 Ax

In a two-dimensional domain (x, y) the partial differential of a function g(x, y)
in each direction is given as

glx +Ax,y) —g(x,y) dg

)

_ i &Y T AY) —gx.y)
m .

3_g = lim =
dy  Ay—0 Ay

dx  Ax—0 Ax

A geometrical interpretation of the above is shown in Fig.B.1. For a function
h(x,y,z) in a three-dimensional domain (x, y,z) we can have similar partial
differentials.
Let {e; }?=1 be an orthogonal basis in R?. The gradient of a scalar-valued function
h(x) is defined by
Vh = —e;
axi !
where x; = x, x, = y, x3 = z and Einstein’s summation convention is used. The
symbol V is ‘nabla’, which is represented as

v ad
=e;—.
' axi
Y. Ichikawa and A.P.S. Selvadurai, Transport Phenomena in Porous Media, 289
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Fig. B.1 Geometrical
interpretation of partial
differentials . N
% dx + ri—“‘dy
ox v

(x.)

Let h(x) = h;e; be a vector-valued function, e.g., a displacement u(x). The
gradient of & (x) is given as a second order tensor, and the components are written
in a matrix form as

Ohy/dx 0hy/dy Ohy/dz
((Vh);;) = | 0h,/0x 0h,/dy dh,/dz |. (B.1)
Oh./dx 0h./dy 0h./dz

In (B.1) we used the right form, which is given in Note 2.2, p. 14.
The gradient VA is uniquely decomposed into a symmetric part (Vh)g and an
anti-symmetric part (Vh) 4 as follows:

Vh = (Vh)s + (Vh) 4. (B.2)

1 1
(Vh)s = E[(Vh) + (Vh)T], (Vh), = E[(Vh) — (Vh)T]. (B.3)

The divergence of & (x) is introduced as a scalar function by

oy

V-h=_—.
8x,~

(B.4)
Note that the divergence decreases the order of the tensor, while the gradient

increases its order.
The rotation of a vector-valued function & (x, y, z) is given by

oh oh oh oh oh oh
vano (O _ by x _ Ohe hy _Shi\, o
. (ay az)‘”(az ay)"”(ax az)‘“” -3
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B.2 Gauss-Green Theorem

Theorem B.1 (Gauss’ Theorem). Let S be the surface of G C R?, then we have

/ﬁdvz/fn,-ds (B.6)
G s

axi

Proof. A domain G with a surface Sy, which is parallel to the z-axis is shown in
Fig. B.2. The upper surface of G is S}, and the lower one is S,. The surfaces S| and
S, are represented by the following equations:

z=¢i(x,y), on Sj; z=@(x,y), on S,.

Let a projection of G onto the (x, y)-surface be A. We have a unit outward normal
n = (ny,ny,n3) at a point P on S, and an angle between n and the z-axis is
assumed to be y. Similarly, an angle y’ can be introduced on Sy. Then we have

dA = dxdy — cosyds, on S,
cosy’ds, on S
and
cos Y, on S,
n3 =y —cosy’, on S
0, on Sy

Since the total surface of G is designated as S = Sp+ S+ 5>, we have

n=(ny,m,n;)

1S z=mi(xy)

Fig. B.2 Gauss theorem
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af 2009 9f
[z =1L, e
- [ [ree e = e v ] axay

fcosyds— fcosy’ds:/fn3ds.
$2 S N

Here we have assumed that the function f is sufficiently smooth. We can obtain the
same results for the x and y directions, so that we have Gauss’ Theorem (B.6). W
Theorem B.2 (Divergence Theorem) .

/V-l/ld\/:/ ¥-nds (B.7)
G G
Proof. In Gauss’ Theorem (B.6), we set f = 1;, and prove (B.7). Note that
81//,-/3x,-=V-1/f. |
Theorem B.3 (Green’s Theorem) .
ou
/(Au) vdv:/v—ds—/Vu-Vvdv (B.8)
G s on G

where Au is the Laplacian of the function u, and we have Y. (du/dx;) n; = du/on.

Proof. We set ¥; = vdu/dx;, and by using V - (v Vu) = (Au) v+ Vu - Vv, we can
obtain (B.8). |

We note that in the one-dimensional case, (B.8) is equivalent to the following
integration-by-parts:

2 g2y du % 2 dudv
LN L R et
Y dxzv . [a’xv:|Vl . o

Theorem B.4 (Gauss’ Double Integral Theorem) . Let F = Fii + F,j be a
vector-valued function in the two-dimensional space, and R C R? be a simply-
connected domain. Then we have

1

/(VAF)-kdxdyzggF-dr or (B.9)
R c

/ %—% dxdyzgg (Fidx + F,dy) (B.10)
R\ 0x dy c

where we setr = xi+y j+zk.

Proof. As shown in Fig. B.3, we assume that the domain R is given in each x and
y direction as
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Fig. B.3 Integral path y ):
vix)

TR

0 o

»ou(x) =y =),

b
c<y=d, p@(y)=x=q().

Then we have

F b v(x) F b a
a—ldx dy:/ / bdy dx= —/ Fi (x,u(x)) dx —/ Fi(x,v(x)) dx
R 3)’ a u(x) 3)’ a b

B _/C* Fi (o, u(x)) dx = /C Fi (x,v(x)) dx = —515 Fidx. (B.I1)

where C* and C** are paths through the upper and lower parts of S, respectively.
Similarly, we obtain

oF:
“Zdxdy = 95 F> dy. (B.12)
R ox
By combining (B.11) and (B.12), we obtain (B.10). |

B.3 Stokes’ Theorem and Exact Differentiability

Let S be a curved surface in R?, and r = x i +y j +zk be a position vector on the
surface S. Since the surface S is two-dimensional, we can write the position vector
r in terms of two parameters (u, v), so that

r(u,v) =x(u,v)i + y(u,v)j +z(u, v) k
where (u, v) is a coordinate system defined in a two-dimensional domain R, which

is a projection of S onto a flat plane (see Fig.B.4a). A trajectory C on § is
represented as r (u(t), v(t)) where ¢ is an arbitrary parameter.
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Fig. B.4 Curved surface and curved line in R?

A tangent vector of the trajectory C is obtained as

dr du n dv or or
— =FVy— ry—, ry= -, Fry= .
dt dt dt ou av
The vectors r, and r, span a tangential plane at a point P on the surface S
(cf. Fig. B.4b). Therefore a vertical vector NV at the point P and its normalized unit
vector n are given as
N
IN|’

Thus the integral of a vector-valued function F(x,y,z)= Fi(x,y,2)i +
F>(x,y,z) j + F3(x,y,z) k on S can be written as an integral on R:

N =r,Ar,, n

/F-ds:/F(r(u,v))-Ndudv (ds =nds = Ndudv). (B.13)
s R
From the above results, we can prove the following Stokes’ theorem.

Theorem B.5 (Stokes’ Theorem) . Let S be a sufficiently smooth surface in R3,
and C a piece-wise smooth curve defined on S (cf. Fig. B.5). Then we have

/(V/\F)-dS:?gF-dr. (B.14)
s C
Proof. From (B.13) the L.h.s. term of (B.14) is written as

oF oF oF JF
/(V/\F)-dS=/ o2 N+ (2 -2 )m
S rL\ 0y 0z 0z ox

oF, OF)
+ -z 21 N3 |dudv.
ax ady
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Fig. B.5 Integrating domain
for Stokes’ theorem

C
Therefore, if we can prove the following:
oF oF
/ (—‘N2 - —‘N3) dudv = 95 Fidx (B.152)
r\ 0z dy c
oF: oF:
/ (—2N3 - —le) dudv = 56 F>dy (B.15b)
R\ 0y 9z ¢
oF: oF
/ NI — —N, | dudv = 56 Fydz, (B.15¢)
r\ 0z ox ¢

it proves Stokes’ theorem.
First, we will prove (B.15a). Let S be denoted as

2= f(x,y).
Assume that $* is the projection of S onto the (x, y)-plane. In this case, we have

u=x,v=ysothat R = 8* C = C*, and from the position vector r, we can
decide the tangential vectors r,, r, and the normal vector IV as follows:

r(uv)=xi+yj+ f(x,y)k,
ru:rx:i+ka7 rv:ry:j+fyks
N=r,Ar,=—fi—-f,j+k

Therefore the 1.h.s. term of (B.15a) is written as

aF, daF;
[ (=5

On the other hand, if we set F, = 0 for (B.10), we have

3F
9§F1dx=/ ——Ldxdy.
¢ s dy
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Let us recall that

_OFi(x.y. f(x.y) _ OF %f
Ay dy  dz 7"
and setting — f, = N», | = N3, we obtain (B.15a). In a similar manner we can
prove (B.15b) and (B.15c). Therefore, Stokes’ theorem (B.14) is proved. |

Theorem B.6 Let F = Fyi+F, j+ F; k be a vector-valued function defined on
D C R3. We introduce a path integral by

/F-dr:/(Fldx+F2dy+F3dz). (Blé)
C C

Then, the integral (B.16) has a path-independent value if and only if there exists a
scalar function f such that

F=Vf (B.17)

Proof. (<) Letus assume that there is a function f defined on D, which satisfies
(B.17). In the domain D we introduce a path C with its parameter ¢, which moves
from a point A to a point B. If the path C is represented as

r) =x@)i+y®)j+z)k. —ast=<b,

the integral of (B.16) can be calculated as

/ABF-dr=/ABVf-dr=/ub%dt:f(3)—f(,4),

which shows that the integral is path-independent.
(=) Assume that the integral (B.16) is path-independent. For a given point
A(xo, y0,20) € D we choose a point B(x, y,z) € D, and we define f as

B

fx.v,2) = fo +/ F.-dr*, dr* =dx*i +dy*j +dz*k  (B.18)
A

where fy is an arbitrary constant. Since the integral (B.18) is path-independent
from the above assumption, we change the integration path into A(xo, y0,20) —
Bi(x1,y,2) = B(x,y,z) such that along the first path A(xo, yo,20) = Bi(x1,y,2)
we vary x from xo to x; under the constant y and z, and along the second path
Bi(x1,y,2) = B(x,y,z) we vary y and z under the constant x = x;. Since y and
z are constant along the first path, we have F, dy = F3dz = 0. Similarly, since x
is constant along the second path, we have F| dx = 0. Therefore, we obtain
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B B
Fl dx* + / (Fz dy* + F3 dZ*) (B19)
B

1

fm»@=ﬁ+A

By operating a differentiation d /9x to (B.19), the result is

af
— = F}.
ox !
Similar results can be obtained for the y and z directions. |

Theorem B.7 (Integrability Condition) . The integral (B.16) is path-independent
if and only if we have

VAF =0. (B.20)

Proof. (=) Assume that the integral (B.16) is path-independent. Then there exists
a scalar function f due to Theorem B.6. Therefore we have

VAF =VA((NVf)=0.

(<) Assume that VA F = 0. If the domain D is simply connected and C is an
arbitrary path in D, then due to Stokes’ theorem (B.14), we have

ﬁFﬂr:/S(VAFyds:O.

Thus, the integral (B.16) is path-independent. |



Appendix C
A Summary of Linear Vector Spaces

Here we present a general concept of the vector space in which the n-dimensional
real number space R" is an example. The central idea of the vector space is to
introduce a ‘vector addition’ and a ‘scalar multiplication’. Further expositions are
given by Protter and Morrey (1977), Friedman (1982) and Keener (1988).

C.1 Algebraic System

Let S = { G, x } be an algebraic system where G is a set and * is an operation. We
can then introduce the following hierarchy for S:

1. § = {G, *}: Algebraic system (G: a set, *: an operation)

Groupoid: the operation * is closed; i.e.,a xb € G, VYa, be G
Semi-group: (the above +) * is associative; i.e., a x (b x ¢) = (a * b) *x c,
Ya, b,c € G
Monoid: (the above +) 3 an identity elemente s.t.a xe = e xa = a,
VYaeG
Group: (the above +) Va € G J an inverse element b s.t. a x b = bx
a=e

Abelian group:  (the above +) * is commutative;i.e.,a x b=b xa, Va,beG
2. § ={G, +, *}: Algebraic system (G: a set, + & *: operations)

(2.a) Ring
(1) { G, +} is an Abelian group,

(2) {G, *}is a semi-group,
(3) * is distributive w.r.t. +;

Y. Ichikawa and A.P.S. Selvadurai, Transport Phenomena in Porous Media, 299
DOI 10.1007/978-3-642-25333-1, © Springer-Verlag Berlin Heidelberg 2012
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ax(b+c)y=axb+axc, Ya,b,ceG
(a+b)yxc=axc+bxc, Ya,b,ceG

Example 1. Set of integers {Z, +, X}

Example 2. Set of all n-th order polynomials P"[ f] where the coefficients

are in a field /C.

P = {0 f0) = a0t aixx - a2 avar,-+- a, €K

(2.b) Field

(1) {G, + } is an Abelian group,
(2) {G, *}is an Abelian group,
(3) = is distributive w.r.t. +;

axb+c)=axb+axc, VYa,b,ceG
(a+b)yxc=axc+bxc, Ya,b,ceG

Example 3. Set of rational numbers Q, set of real numbers R, set of
complex numbers C. The addition + and multiplication x follow the

known operation rule.

C.2 A Linear Vector Space V = {X, +, *}

A linear vector space (LVS) is a mathematical system where the following oper-
ations of a vector addition and a scalar multiplication are defined with a scalar

field KC:
1. Vector addition +:

(1-1) Commutative;, u+v=v+u, Vu,ve X

(1-2) Associative; u+ (v+w)=@wm+v)+w, VYu,vwe X
(1-3) Zeroelement; 3'0€ Xstu+0=u, YueX

(1-4) Inverseelement; I—ue X stu+ (—u)=0, Vue X

2. Scalar multiplication x*:

2-1) Forl e K, 1 xu=u, Yue X

2-2) (I xm)ysxu=I1*x(mx*u), Yyue X, Viime K
23)({+m)yxu=Ilxu+mx*u, Yyue X, ViimeKk
QdIlxw+v)y=Ixu+1lx*xv, Vuue X, Viek

Example 1. Set of all n-th order polynomials:

PUfI={ 7 f) =a0+axx 4o+ ayxx; ag,an,

...,ane;g}
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Example 2. Set of all (m x n)-matrices:
MO = {4z A= (ay) i="1...omj=1...n}

Example 3. Set of all linear transformations from a LVS U/ = {X, +, *} toaLVS
YV ={Y,+,x}:
LU, V) = {T Sy =T@) Vue X, VveY st
T(uy + u2) = T(ur) + T(wa), T(ku) = kT (), w,ur,u0 € X, k € /c}

Example 4. Set of all continuous functions C (0, 1) defined on (0, 1):
The vector addition is defined by /' + g < (f + g)(x) = f(x) + g(x)
The scalar multiplication is defined by k * f < (k * f)(x) = k(f(x))

C.3 Basis and Dimension

A set{e; }!_, is a(Hamel) basis of V if

1. {e; } are linearly independent,' i.e., aje|+aze, +---+a,e, =0 VYaj,ay,---,
a,ekiffay =a,=---=a, =0, and

2. {e; } spans V, i.e., all vectors v € V) can be represented by a linear combination
of {e;}(v=vie|+vrer+---+v,e,).?

A basis { e; } is orthonormal if

(i e;) =6y = b lfl 7 (C.1)
0, ifi #j
where (e;, ;) = e; - e; is an inner product between e; and e;, and §;; is
Kronecker’s delta (note that the inner product is defined later).
By using the basis {e; }, coefficients v; of a vector v = Y v;e; can be
obtained as
Vi =v-e;. (C2)

The number 7 of the basis { e; } is referred to as the dimension, which is denoted
as n = dim V. Note that if m = dim{/ and n = dim ), the dimension of the set of
all linear transformations L(U, V) is m X n; i.e., dim L(U,V) = m X n.

UIf the set is not linearly independent, it is linearly dependent. Note that a e +aze, +---+a,e,
is referred to as a linear combination of { e; }.

2For a finite dimensional case (n < 00), the above discussion is obvious. For an infinite dimensional
case we need a further discussion of convergence of the coefficients a;, a,, - - - under a proper norm
topology (cf. Appendix C.8).
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C.4 Topological Spaces

We introduce a topology in a LVS in order to distinguish one element from others.
The topology constitutes the most general class, and hierarchically a metric, a norm
and an inner product are introduced.

1. Topological space (X, T)
A class T of a set X3 is referred to as a topology if the following are
satisfied:

(t-1) X € T, and the empty set @ € 7.
t2) G eT, G,eT = G NG,eT.
(t-3) For any class { G; } that consists of elements of 7, we have U; G; € T.

2. Metric space (X, d)

(m-1) d(x,y) =0iff x =y, Vx,ye X

(m-2) d(x,y) =d(y,x), Vx,ye X

(m-3) d(x,z) <d(x,y)+d(y,z), Vx,y,z € X: triangular inequality
(m-4) d(x,y) >0, Vx#yeX

3. Normed linear space (X, || - ||)

(n-1) |[x || > Owhere | x| =0iffx =0
0-2) |fax| = || x|, Yx € X, a: ascalar number
@3) [[x+yI<lIxll+Iyll. Vx,y € X: triangular inequality

4. Inner product space (X, (-, -))
@i-1) (x, x) > O where (x, x) =0iffx =0
(1-2) (x, ) = (y, x)*, Vx,y € X where (y, x)* is the complex conjugate of

(y. x).

(1-3) (Ax, y) = A*(x,y), Vx,y € X, A: a scalar number where A* is the
complex conjugate of A.

(i-4) (x,y+2z =(x,y)+(y,2), Vx,y,z€ X:Pythagoras’ Theorem

Proof of (X, d) D (X, |- |Difd(x,y) =|lx—y|:

(m-1) d(x,y)=||lx—y||=0 = x—y=0 ie. x=y

(m-2) d(x,y) = [[x=y [ =[DOG=x) [ = [l y—x] = y—x| =d(y,x)

(m-3)d(x,2) = [lx—z| =llx—y+y—z|l = llx=yl+ly-zl =
d(x,y)+d(y,2)

(m-4) d(x,y) =[x—y[|>0, Vx#yeX

Proof of (X, |- ]) D (X. (-, ) if [ x > = (x.x)

3A class or family is a set of sets.
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(n-1) Trivial

(0-2) |ax|? = (xx,ax) =a*a(x,x) = o] x |?

M-3) [x+y [P =G+pyx+y)=x)+0x)+ @)+ 0,0 < |x|*+
20 x [y [+ 1yl
where we applied the Schwartz inequality; i.e., (x, y) < || x ||| ¥ |-

Proof of the Schwartz inequality:
Fory #0,wehave [ x = Ay > = (x —Ay,x —Ay) >0 VA

= (x,x)—)k*(y,x) —M(st)—/\*(J’vJ/)] = 0

Since A is arbitrary, we can set A* = (x, y)/(y, y), then the term [ ] of the
above equation becomes null.
Thus, we have

g - QD) e

e >0 = [xPlylIP=(x.»)> W

Iy 1> =

C.5 Cauchy Sequence and Complete Space

A sequence {x,} in a metric space (X, d) is referred to as a Cauchy sequence or
fundamental sequence if d(x,,, x,) — 0 form,n — oo. A convergent sequence is
Cauchy,* however the converse is not always true.

A metric space (X,d) is complete if any Cauchy sequence in (X,d) is
convergent. The space of real numbers R is complete under d(x,y) = |x — y |,
while the space of rational numbers QQ is not complete under the same metric, since,
e.g,e =14+14+1/2!41/3!4--- (i.e., the Lh.s. term is an irrational number, while
the r.h.s. terms are rational numbers).

An operation to add all the limits of Cauchy sequences to (X, d) is referred to
as a completion. We recall that the space of real numbers R is a completion of the
space of rational numbers QQ under the uniform norm | - |.

A complete normed space is referred to as a Banach space, and a complete inner
product space is a Hilbert space.

C.6 Functionals and Dual Space

A set of all linear transformations £(U, R) from a LVS U = {X, +, x} into the real
number space R is referred to as a dual space, which is denoted as U/*. An element

4A sequence {x,, } in (X, d) converges (strongly) to x € X if d(x,,,x) — 0 forn — o0;
ie, Ve > 0, 3N > 0 st. d(x,,x) < & Yn > N. We have d(x,,,x,) < d(xp,x) +
d(x,,x) — 0 for a convergent sequence, which implies that the convergent sequence is Cauchy.
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f inU* is called a functional. We have f(u) € R for u € U, then we emphasize
the fact that there exists a vector f €U/* and write

f@ =(f.u)eR (C.3)

where ( ) : U* x U — R is a bilinear map such that

(o f1+ Bfru)=a{f1. u)+ B(f>. u).
(fv au; + ﬂu2) = a(fv ul) + ﬂ(fs u2>-

Let U be a finite dimensional LVS and its dimension is n (n = dim{{), then the
dimension of U* is also n (n = dimU™).

If {e; } is a basis of U (referred to as a covariant basis), a basis of U*, denoted
as { e’ }, can be given as

_ ‘ 1 ifi=
(el e;) =8 = e (C4)
0, if i # .
{ e’} is referred to as a dual or contravariant basis of { e; }.
Including infinite dimensional cases, we can introduce a norm || - |« on U/* as
f.ou
ISl = SUP{ u u#0¢ = sup (f.v) (C.5)
[ u| Ivl<i

where || - || is a norm on U{.

C.7 Tensor Product and Tensor Space

Let V and V* be a finite dimensional LVS and its dual space, which have a covariant
basis { e; }7_, (i.e., the basis of V) and a contravariant basis { e’ }”_, (i.e., the basis
of V*). Henceforth we use Einstein’s summation convention.’

1. What is a tensor?
If a bilinear map e« (u, v) is defined for u, v € V, & is referred to as a second-
order covariant tensor.If u = u'e;, andv = v/ e ;, we have

oa(m,v)=a('e;, vjej) =u' v a(e;, e;).

SHere we extend Einstein’s summation convention for the three-dimensional space, which is shown
in Appendix A.1. A vector in an n-dimensional space is represented asu =1 :_, u' e;, which can
be denoted as u = u'e; under the summation convention where i is a dummy index (appearing
twice in a term), which implies summing from 1 to n. A free index appears once in a term, which
implies 1 or 2, -+ -, or n.



C.7 Tensor Product and Tensor Space 305

3.

We set a(e;, e;) = a;;, which represents coefficients of the second-order
covariant tensor o.

. Tensor product

For given &, n € V*, we define a tensor product & ® 3 as
a@,v) =@ -nv) =(E@n@,v) Yu,veV (C.6)

where « is a corresponding covariant tensor. For u = u'e;, v = vie;, § =
ge', n=n;e', wehave

E@) ) =& u' ;) =& ;' v/)

where &; n; represents coefficients of the covariant tensor @ = & ® .
If we use a contravariant basis { e’ }7_,, which provides the basis for &, 5, a
covariant tensor « can be written as

o = L’i ®6’j. (C7)

This shows that a covariant tensor is introduced on a contravariant basis { e’ }/_,
of the dual space, while a contravariant tensor « = «” e; ® e is given on
a covariant basis { e; }’_,, which is defined by «(&, n) for &, n € V*. Mixed
tensors corresponding to & (&, u) and o (u, &) are similarly introduced.
Linear transformation and mixed tensor

LetT : V-V (ueV, & € V*) be alinear transformation. There is a one-
to-one correspondence between a mixed tensor & and a linear transformation 7
such that

a u)=(& Tw)=&T, v (C.8)

where ( ) is a bilinear map. Then T can be written as

T:T;-ei@ej.

. Tensor space

We can define a vector addition for two covariant tensors ¢ and 8, and a scalar
multiplication between a scalar A (for simplicity, a real number) and a covariant
tensor o as follows:

(@ +B)(u,v) =a(. v)+ B v),
Aa)(u, v) = A(a(u, v)).

Then a set of all covariant tensors is a LVS where a zero element and an inverse
element are given as
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0-element: O(u, v) =0,

Inverse element :  (—o)(u, v) = —a(u, v).

Similarly, we can introduce a space of contravariant tensors or mixed tensors.

C.8 On Completeness of Function Spaces

We first show that the set of all continuous functions Cla, b] is complete only under

the uniform norm || x ||eo = sup | x(¢) |. Then we prove that the Fourier basis {¢, } is
teT

complete for periodic functions in the Lebesgue integrable space L*[—L/2, L/2]%;
i.e., any function f in this space can be represented as > oo f.X¢n = f.

C.8.1 Sequence Space l?

A vectoru = (uy, uy, us, . . .) belongs to the sequence space [? if

00 1/p
lul = (Zlu,- If’) < o0. (C.9)

The sequence space /” is a metric space since the metric axioms presented in
Appendix C.4 are satisfied as follows:

(m-1) d(x,y) =0iffx = y: Trivial

(m-2) d(x,y) =d(y,x): Trivial

(m-3) d(x,z7) < d(x,y) + d(y,z): We will prove this in the following Step
(a-1)-Step (a-4).

(m-4) d(x,y) > 0: Trivial

Step (a-1) We have the following auxiliary theorem:
P q
ap<2 P e g0 (C.10)
p q

where p and ¢ are real numbers, which satisfy

A function f belongs to L?[2] if

17l <co. 171, = (/Q|f|f’dx)l/p

where the integral is given in the sense of Lebesgue.
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Fig. C.1 Auxiliary u 51 u -
inequality u_c:r / "_O"r
-'“!/f"' =u’)
B
@) 4l
> > !
a o
(a) Case-1 (b) Case-2
1 1
;4—5:1 = (p—-D@-1)=1. (C.11)

Proof. Letu = tP~! = t = u4~!. Referring to Fig.C.1, we understand that the
rectangular area of is always smaller than the sum of the area (1) and the area (2).
This results in

o B a?  pé
aﬂf/ tp_ldt—f—/ W tdu="—+2%. [ |
0 0 p q

Step (a-2) Let x = (§;) € [?, y = (n;) € [4. Then we have the following
Holder’s inequality:

1/p 1/q
o0 o0 o0
I DAk L (C.12)
j=1 j=1 j=1
Proof. We put

g: £ ’ fii= nj
T E& L )

whereZlgk [ =1, > |7k |9 = 1. From (C.10) we have

(C.13)

- 1 - 1
[&im; 1 < —=I& 17+ =]n; 1%
J P J q J

By summing up with respect to the index j, we have
o0

g 1 - 21
DIEd <Y <& 1P+ Y~ 1=
j=1 P j=11

J=1

+-=1

N =
Q| =

By using (C.13), we obtain Holder’s inequality (C.12). Note that the inequality for
p = q = 2in (C.12) is referred to as the Cauchy-Schwartz inequality. |
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Step (a-3) Let x = (&;) € [”, y = (n;) € [9. Then we have the following
Minkowski’s inequality:

1/p 1/p 1/q

o0 o0 o0
Yog+nr | < DoIE”P] H D] . (€14
j=1 j=1 j=1

Proof. We put w; = £; +1;, and the triangular inequality for real numbers &; and
n; results in

lwij 1”7 =1& +n; 171w P77 < (1& 1+ 105 1) lo; |77

We add up j from 1 to a finite integer n, and we have

n n n

—1 —1
Yol 1P <D 1E o 1P+ ) Iny w17
j=1 j=1 J=l

e, 1/q e /. 1/q

< fmv Y (lo; 7))+ fiml” Y (le; 177’

J=1 J=1 Jj=1 j=1
(< Holder’s inequality)

1/p 1/p 1/q

=111 + (DI > ol
j=1

J=1 J=1

where we used the relationship (p—1)g = pg—q = p+g—q = p. The above
inequality can be rewritten as

. 1=1/q " 1/p " 1/p
g+ =g (X
j=1 j=1 j=1
Since p = 1—1/¢, we have Minkowski’s inequality (C.14) when n — oco. |

Step (a-4) Let x = (&;), ¥y = (n;),z = ({;) € [”. Then, from Minkowski’s
inequality (C.14) we have

1/p o 1/p

dx,y)=|>_I&—n;I” =X 1 -4 +8 -1

j=I1 j=1

1/p oo 1/p

= DRI B D
j=1

j=1
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=d(x,2) +d@zy). (C.15)

This result shows that /7 is a metric space. H

C.8.2 Completeness of 1?

We prove here that the metric space /7 (1 < p < o0) is complete. Let x,, =
(sﬁm) ), x, = (é}") ) € [” be Cauchy sequences. Then for any & > 0 there exists
N > 0, which satisfies the following:

1/p

o0
d(xpx,) = | D&M - <&, ¥m,n>N. (C.16)
j=1

This implies that for each jth component we have the inequality
16— | <e,  Vm.n>N.
Therefore, for a fixed J, (é;-l) , é('z) ,+--) forms a Cauchy sequence. Since the spaces

of real numbers R and complex numbers C are complete, we have a limit &; such

that gj‘.’”) — &; for m — oo. For this limit §;, we set x = (§;, &, -+ ), and we prove
thatx € [? and x,, — x.
From (C.16), for any m,n > N we have

k
STIE -V <er, k=120

J=1

Letn — oo (E;") — &), then for any m > N we have
k
Z|g;m)_gj|p<€p’ k=12,
j=1
Furthermore, let k — oo, then for any m > N we obtain
o0
S IE g1 <ot
j=1

This shows that

Xp—x = (" 6. 8" —6. ) ell.
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From Minkowski’s inequality (C.14) we have

1/p 1/p
(o] o0
Ixll=lxm+@—x) | <[ D161 +| DI —¢17| <o

j=1 j=1

This results in x € [”. Therefore, [? is complete.

It is not difficult to prove that the metric space [ (|| x |lco = sup|£; |)7 is also
J
complete.

C.8.3 Completeness of Cla, b] Under the Norm || x || oo

Let C[a, b] be a set of all continuous functions defined on T = [a, b].® We show

that Cl[a, b] is complete under the norm || x [|oo = sup | x(¢) |.
teT
Let { x,; } be a Cauchy sequence in C[a, b], then for a given & >0 there is N >0

such that

dx,y) = [[x(1) = () lloo = sup [xn (1) = xx(1) [ <&, Vm,n>N. (C.17)
teT

Therefore, for a fixed ty € T we have

[xm (o) — xn(t0) | < &, Vm,n > N.
Since the real number space R is complete, there exists the limit x(#y) such that
X (to) — x(ty) for m — oo. Therefore, for any t € T we have a value of the
function x. We prove that the limit x belongs to Cla, b] and x,, — x.

From (C.17), for n — oo we have

sup |x,, (1) —x(1) | <, Vm > N.
terT

This shows that for a given ¢ > 0 we have the inequality

sup |x, (1) —x(2) | <, Vm > N

"The notation ‘sup’ (supremum) shows the least upper bound and ‘inf’ (infimum) is the greatest
lower bound.

8 A function x (¢) is continuous at #y € T if for a given & > 0, there exists § > 0 such that
Ix@) —x@) |l <e Vt € T satisfying |t —to| < 6.
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on any point # € T. That is, x(¢) is continuous at any point ¢, which implies that
{ x,n(¢) } uniformly converges to x(¢).° In conclusion, under the norm || x(¢) ||lco =

sup | x(¢) | the Cauchy sequence { x,, } in C[a, b] has a limit x, which is continuous,
teT
therefore Cla, b] is complete. Note that since we choose the norm || x(¢) |lco =

sup | x(¢) |, the sequence {x,, } uniformly converges to x, while if we use, for
teT
1/p

b
example, a p-norm such as || x(¢) ||, = / | x(t)|? dt , (1 <p<o0), we
a

cannot prove the completeness. For further discussion we need a knowledge of the
Lebesgue integral.

Note C.1 (Uniform convergence and continuity of sequence of functions). We show
that if a sequence of functions { x,, } uniformly converges to x, the limit x is
continuous.

Since { x,, } uniformly converges to x, for a given & >0 there is N > 0 such that

| x, (1) —x()| < e Vn> N and Vt eT.
If x,, is continuous at t = f, there is § > 0 such that
| x,(t) — xt0) | <& Vt € T satisfying |t — to] < 6.
For this € T we have
[ x(2) = x(t0) | < |x(t) = xp (@) [+ [ X0 (1) — X (t0) | + [ X2 (1) — x(t0) |. < 3¢

which shows that x is continuous at fy € T'. Since ¢y € T is arbitrary, x is continuous
at any pointin 7. |

C.8.4 Bessel’s Inequality and Parseval’s Equality

Let ( ) be an inner product defined on a space X, and {¢, } an orthonormal
sequence in X . Then we have the following Bessel’s inequality (Yoshida 1980):

[e.]

STLeN <1 (C.18)

n=—0oo

°A sequence of functions { x,, } uniformly converges to x if for a given & > 0 there is N > 0 such
that

| x,(t) —x@) || <& Vn> N and Vt €T.
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Proof. Let Yy be a space, which is spanned by { ¢, };]1V=—N (N < oo is a natural
number):

Yy = {Ol: a:ZZV:_Na,,@,, ay ER} C X.

That is, Yy is the entirety of all linear combinations of { ¢, } (cf. Appendix C.3).
Let f € X be given, and we introduce the following partial sum:

N

N
@ = Y (fd)enx) = Y fr¢(x) for N :fixed (C.19)

n=—N n=—N
Leth = f— fn, then we have
(h. f7) = (£ 1) = {fn. 1Y)
= (L X{fd5)¢n) =S f¥)

= {fer) (L) =Sl h o) (1 ar) (e 87)
:(L

since ((;Sn,qb;) = 1, which shows that & is orthogonal to fy. Therefore, from
Pythagoras’ theorem we obtain

IAI2 =1 1P+ 1A

N
= NP =1 1P=1P=0FP= D (L) = 0

n=—N

N
= Y AP <1 fIP < co.

n=—N

For any N we have || f ||*> <oo. Thus for N — oo, we can obtain Bessel’s inequality
(C.18). |

If we recall the Fourier analysis, we understand that f;* = (f. ¢} are the Fourier
coefficients. Note that Bessel’s inequality (C.18) is reduced to an equality if we have

(F= > A = futi) == D Freal?=0.

n=—0oo n=—0oo n=—0oo

It is only in this case that the Fourier series is complete; i.e., Y no_ f;*qb,, = f,
then the Fourier basis {¢, } can be complete in a function space such that an element
is a periodic and continuous function belonging to the Lebesgue integrable space
L?*[—L/2,L/2]. We will show this in the following discussion, though the above
conditions can be relaxed.
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If { ¢, } is complete, we have for functions f, g € L>[—L/2, L/2]

fr=(frer), & =(g¢)

then from Parseval’s identity (Parseval relation) we have
0 A~
(fe®)= D frén (C.20)
The proof is as follows:

N
(£e7) = X A

n=—N

N
<1/ (/)g*—n;N§n¢: 2

=Vf(g*— 3 gm;:) dx

n=—N

1/2
dx) —- 0 as N—-oo N

From Parseval’s equality (C.20) we have Y - | f;* |> < oo. Therefore, we
obtain A
lim | f*]>=0
|n|—o00

and the following equation is also satisfied:

R L/2 L/2
lim f* = lim f(x) sink,x dx = lim f(x) cosk,xdx = 0.
n—od

[n|—00 =0 J_12 —L/2

(C.21)

Based on the above discussions, it is understood that we must prove the
completeness of the following Fourier basis in a function space:

[ee

{ . P_1. do, ¢1,"'} = {q&n(x) Zeiknx/\/Z}

n=—oo

C.8.5 Completeness of Fourier Basis {¢,}

Let a function f € L?*[-L/2,L/2] be periodic (f(—L/2) = f(L/2)) and
continuous. We write a partial sum of f under the Fourier basis {¢,} as

N

Sz Yoo .
fv@ = 30 (fe)d0 = D fre = ) Z/_L/zf(t)e’k"(“‘_’)dt

n=—N n=—N n=—N
(C.22)
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(cf. (C.19)). In addition, we assume that a derivative f’ =df/dx € L*[-L/2,L/2]
is also periodic and continuous, so that at any point x € L*[—L/2, L /2] for a given

h > 0 there is § > 0 such that

x+8 2
t+h)— f(t
/ M dt < oo. (C.23)
x—38 h
Then, the partial sum fy convergesto f:
lim || fy — f | =0. (C.24)
N—o00

Proof. By using an integral transformation, the partial sum fy given by (C.22) is
written as

1 L/2
fvw =1 [ a0 s ar (€25)
—L/2
where
1 L/2 (y=x—1) 1 x—L/2 1 L/2
L[ bee=na =0 L [ bymycan = 4 [ by
—L/2 x+L/2 —L)2
1 rL2 XN "
- et gr = 1 (C.26)
L /_L/z n:Z_:N

(. e =1 for k, = 0; otherwise, the integral is O due to the periodicity.)

N
Dy(t) = Z elhnt — p—iknt (1 +etht ekl 4oy €2ith)
n:_N
1 — i@tk ginf(ky + ki /2)t}

= ¢ iknt : = ) Cc.27
¢ [Py sin (k11/2) .27

By using (C.26) and (C.27), we have

L2

fvw =10 =1 [ Dyl =0 - 1w s

L)2

| L2
= Z/L/Z sin{(ky + ki/2)t} g(t) dt

1 (L2
- / sin k1 [cos(klt/Z) : g(z)] dt
LJ 1y
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1 L/2
+— / costh[sin(klt/2)-g(t)]dt (C.28)

L2
where
Sx—1)— f()
gy =1 sty 0 ri#0 (C.29)
0, for t = 0.

If | 1| < 1, we can have a domain such that sin (k12/2) > k;|t|/4, and together
with (C.23) we obtain g € L*[—L/2, L/2]. Thus, the terms [ - | of the r.h.s. of
(C.28) also belong to L?[—~L/2, L/2]. By applying (C.21) to the above result, we
have the final result (C.24) limy o || fn—f || = 0 as N —oco.



Appendix D
Classical and Chemical Thermodynamics

First, some fundamental concepts of thermodynamics are introduced and these
will be discussed in greater detail in subsequent sections. In this Appendix we
treat phenomena relevant to mechanics and temperature; other effects including
chemical fields (cf. Appendix E) and electromagnetic effects are excluded. Further
expositions are given by de Groot and Mazur (1962), Kestin (1979) and Kondepudi
and Prigogine (1998).

D.1 Energy Conservation Law and Thermodynamic Systems

The total energy £ consists of the kinetic energy K and the internal energy U/, and
several types of energy fluxes contribute to the change in the internal energy ¢/ and
the kinetic energy K. The energy flux consists of the heat flux d Q, the power d W,
which corresponds to a mechanical flux, the chemical energy flux dC due to the
change of mass, called the mass-energy flux, and the electromagnetic energy flux.
These fluxes induce a change of internal energy di{. We now have the following
energy conservation law:

dé =dK+dU =dW+dQ+dC. (D.1)

The change of mass of this system can be denoted by d M.

Each energy flux consists of an externally supplied part and an internally
generated part. For example, the heat flux d Q is decomposed into the heat flow
d Q¢ supplied from outside the system and the internally generated heat flow d Q';
the mechanical power dV and the mass-energy flux dC are decomposed in the
same manner:

dW = dW° + dW', dQ=do°+dQ, dC=dc¢+dC". (D.2)

Y. Ichikawa and A.P.S. Selvadurai, Transport Phenomena in Porous Media, 317
DOI 10.1007/978-3-642-25333-1, © Springer-Verlag Berlin Heidelberg 2012
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First, we introduce the notation: d Q is the heat flux (i.e. the rate of heat supply),
which consists of a part supplied from outside the system d Q¢ and a part generated
internally d Q'

Let us define the following thermodynamical systems:

1. Isolated system: No interaction with the surroundings (dW° =0, dQ° =0,
dC¢ = 0, dM = 0). It should be noted that internally generated fluxes
dW'!, dQ', dC' do not always vanish.

2. Closed system: Energy is exchanged with the surroundings, while no mass is
exchanged (dW° #0, d Q¢ #0, dC¢ =0, dM = 0).

3. Adiabatic system: Work is input in the system, while no heat energy is exchanged
with the surroundings (d W*¢#£0, d Q¢ =0, dC°* =0, d M = 0).

4. Open system: Energy and material are exchanged with the surroundings

(@W¢ # 0, d Q¢ #0, dC¢#0, d M #£0).

In order to describe the thermodynamical status of the system it is necessary
to introduce both extensive and intensive variables, which form a scalar-valued
‘energy’ in their combination:

1. Extensive variables: Variables proportional to the amount of mass of the system,
such as strain and entropy.

2. Intensive variables: Variables non-proportional to the amount of mass of the
system, such as stress and temperature.

For example, a change of internal energy due to mechanical work is denoted by an
inner-product of stress, an intensive variable, and strain increment under small strain
conditions, which is an extensive variable: A change of internal energy due to heat
supply is denoted by a product of temperature, an intensive variable, and an entropy
increment, which is an extensive variable.

D.2 Existence of Entropy and Thermal Energy: First Part
of the Second Law of Thermodynamics

There are two approaches for proving the existence of entropy in classical ther-
modynamics; these rely on either molecular-based statistical mechanics or classical
thermodynamics. First we employ the latter approach because of its simplicity. It is
not necessary to use either approach, because the conjugate property of temperature
and entropy is important. In the sense of molecular physics, both the temperature
and entropy are an aspect of kinetic movement and the energy level of molecules.
The concept of entropy is attributed to Carnot (1824) for his deep insight prior
to the statement of the First Law of Thermodynamics (see Feynman et al. 1963,
Vol. I, Chap. 44), although the introduction of the term entropy is due to Clausius in
1850 (Kestin 1979). Here the fundamental idea of entropy is examined on the basis
of Carnot’s concept. Then, based on the discussion of Prigogine (1967; Kondepudi
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Fig. D.1 Heat engine Figh terpersture

heat source T
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A\ 4

. rk
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and Prigogine 1998), there exists an entropy production in the system due to an
irreversible process, which results in the Second Law of Thermodynamics.

D.2.1 Carnot Cycle

Let us consider a heat engine or simply engine, shown schematically in Fig.D.1,
which takes heat AQ, from the high-temperature source 77, transfers a part of it
into work AW, and delivers heat AQ, to the low temperature source 7, (if we
follow the notations of the First Law of Thermodynamics described in Sect. 3.2.4,
AQ1, AQy, AW should be denoted as d Qy, d Q,, dW, respectively; however,
by keeping these variables under the ‘finite values’, we employ the notation with
increments denoted by A. We apply the First Law to the working material of the
heat engine. If there is no loss in the working material, the internal energy does not
change and the transferred heat A Q; is just equal to the accepted heat A Q) less the
work AW:

AU=ANQ —AD,— AW =0 = AQy, =AQ;—AW. (D.3)

The efficiency of this engine is defined by

AW  AQI —AQD, AQ,
AQ; AQ; AQ B

n

The ideal engine, that is, without loss due to friction etc., is referred to as the
reversible engine. This reversible engine can be operated under A Q, = 0, therefore
the efficiency is n = 1. Note that the working material of this reversible engine is
not necessarily a perfect gas.

The Carnot cycle for this heat engine is shown in Fig. D.2a where the processes
are represented as follows:
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Fig. D.2 Carnot cycle (a) (2) Adiabatic expansion

process of Carnot cycle (b) from T, to T,
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(a) Process of Carnot cycle

Pressure
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" strain &
(b) State diagram of Carnot cycle

1. Isothermal expansion process: Keeping the same temperature 77 with a high
temperature thermal bath, the piston is slowly pulled up to absorb heat AQ .

2. Adiabatic expansion process: The engine is moved out of the bath, and the piston
continues to be pulled up until the temperature reaches 75. Note that 77 > T5.

3. Isothermal compression process: Keeping the same temperature 7, with a low
temperature thermal bath the piston is slowly pushed down to exhaust heat AQ.

4. Adiabatic compression process: The engine is moved out of the bath, and the
piston continues to be pushed down until the temperature reaches 77.

The total work during Carnot cycle a—b—c—d—a shown in Fig. D.2b is given by
an integral of pressure p and volume change Av:

AW = —95]) Avds (D.5)

We observe that it is possible to operate the engine in complete cycles. The
efficiency of the reversible engine under the Carnot cycleis n = 1.

We next consider a parallel operation of a reversible engine A and another engine
B of an arbitrary efficiency (Fig.D.3). The engine B takes up heat AQ; from
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Fig. D.3 Reversible engine
A being driven backwards by Heat source T
engine B (Feynman et al. 'Y
1963)
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the high temperature heat source 7} and performs work AW?* in which AW is
transferred to engine A working in parallel. The assumption AW* > AW would
indicate that engine B could perform external work AW* — AW. Recall that the
heat transferred from engine B to the low temperature heat source 75 is A Q—AW*.
Since engine A is reversible, it can be operated in the reverse Carnot cycle, taking
AQ;— AW from T, and transferring AQ; to 7). If we observe the total system
A+B, it works as a perpetual engine, taking heat from the high temperature heat
source to perform the work AW* — AW. Carnot concluded that such a situation is
untenable. Thus we have

AW* < AW (D.6)

That is, no engine can work more efficiently than the reversible engine. In the above
discussions we can exchange engine A with B, therefore the conclusion of Carnot
is that the efficiency of all reversible engines is the same, and it depends only on 7}
and 7T5. Thus the efficiency of a reversible engine can be defined as

AW A
=30, =1 Ao, =1— f(T1,T) (D.7)

n

where f(T}, T>) is tentatively called the efficiency function.
Let us introduce a double Carnot cycle (1) and (2) as shown in Fig. D.4. The
cycle (1) traverses a—b—c—f—a, and the efficiency function is

AQ,
AQ,

= f(T1, T»).

The cycle (2) traverses f—c—d—e—f, and the efficiency function is

AQ;
AQ,

= f(T2. T3).

If we consider the cycle (1) + (2), it traverses a—b—c—d—e—f—a, therefore the
efficiency function is
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Fig. D.4 Double Carnot Pressure
cycle 2

a

Volumetric
strain &

AQ;
AQ,

In order to satisfy this relation we must have a function F(7T') such that

= f(T1. T3).

F(T3)
F(T)’

[T, 1) =

then the efficiency function for the cycle (1) + (2) can be correctly described as

AQ; A AQs  F(D) F(T3)  F(T3)

AQ;  AQIAQ, F(T\)F(Th) F(T)

Following Lord Kelvin (W. Thomson) we redefine the function F(7") as the absolute
temperature 7 (F(T) = T). The efficiency of the engine is now written as

=1-—=. (D.8)

Alternatively (D.8) is

For a more generalized cycle, the efficiency of the reversible engine can be written
in an integral form as

AQ do
-0 s 9§T_o D.9)

D.2.2 Entropy as a State Variable

Equation D.9 shows that in the “reversible process” we can introduce an increment
of the state variable S, called the entropy, for the heat flux d Q by
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Fig. D.5 Integral path and Temperature
entropy r
1 B
A 2 . Entropy
1 5
dQ

As an example, let us consider two integral paths 1 and 2 from the initial state A to
the final state B as shown in Fig. D.5. For a reversible process we require

/B dQ A dQ /B dQ B dQ
— 4+ ==0 = == =
a1 T B2 I a1 T a2 T

This implies that the difference in S between the state B and the state A is
independent of the integration path:

B
SB—SA=/ dTQ. (D.11)
A

In conclusion, for a reversible process, the heat flux d Q input to the system is
exchanged through a corresponding thermal internal energy increment 7' d S, and S
is independent on the path of integration. This entropy increment can also be written
as d 8¢, since S is exchangeable with the surroundings and reversible. Then (D.10)
can be written as

dQ=TdS". (D.12)

The idea of exchangeable entropy is also supported by Boltzmann’s theory based
on statistical thermodynamics (see Appendix D.3). That is, Boltzmann’s principle
can be shown as

S*=kglnW (D.13)

where k is Boltzmann’s constant and W is the thermodynamic weight of configu-
ration of the macroscopic state.

D.3 Interpretation of Entropy within the Framework
of Statistical Thermodynamics: Boltzmann’s Theory &

At the end of nineteenth century, based on a concept of probabilistic distribution
of energy states, Ludwig Boltzmann (1844-1906) presented an innovative interpre-
tation that the entropy S is the most feasible number of microscopic energy states
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under a given macroscopic environment; i.e., if W is the thermodynamic weight of
configuration of the macroscopic state, the relation S = kp In W holds, where k
is Boltzmann’s constant. This is referred to as Boltzmann’s Principle.

In this section an interpretation of entropy based on statistical thermodynamics
is presented following Schrodinger (1952) and Atkins and Paula (2010).

D.3.1 Statistical Representation of Molecular States
and Boltzmann Distribution

The thermodynamical system treated is assumed to be closed and consists of an
equal number of molecules (uniform population). The total number of molecules
is N, and the total energy of this system is £, which is the sum of energy of
all molecules. The quantum mechanics theory indicates that the energy state of
each molecule is discrete (see, e.g., McQuarrie and Simon 1997). Suppose an
instantaneous configuration of the system occurs that corresponds to each energy
level {eo, €1, &2, ...} where there exist {ng, n1, n,, ...} molecules, respectively (the
reason that the energy level starts with &g is that it corresponds to the ground state).
The total number of molecules and the total energy are kept constant:

> ni=N. D e =E¢. (D.14)
i=0 i=0
Since all the molecules were originally the same, the number of combinations such

that an instantaneous configuration is satisfied is given by

N!
W=———" (D.15)
no!l’ll!l’lzl"'

This W is referred to as the weight of configurations.
Taking the logarithm of (D.15) yields

an:InN!—Zlnni!
i

Since N is an extremely large number, Stirling’s approximation! can be applied to
give

IStirling’s approximation can be proved as follows:

X X x
lnx!=ln1+ln2+ln3+---lnx=21nyi :/ lnydy=(ylny—y)0=xlnx—x.
0

i=l1
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an:NlnN—Znilnni. (D.16)
i

In these combinations of W, the dominant configuration can be determined by
maximizing W':
dWmi)) =0 = d(nW)=0 (D.17)

and the restrictions (D.14) are introduced via the Lagrangian multiplier method:

d(nW) = Z(a(lannW fa— ,Bsi) dn; =0

where «, B are Lagrangian multipliers. Thus we have

d(In W)
8ni

+o—Be =0 (D.18)

and substituting (D.16) into the above gives

n
—InN +Inn;, =a— P = Nl — ¥ Pei

We sum this up to obtain e* =1/3_; e since Y. n; = N. Thus the following
Boltzmann distribution for the molecular state p; = n; /N is obtained:

1
pr=—et g =Y et (D.19)
q N
J

where ¢ is referred to as the molecular partition function, which indicates the mea-
sure of thermodynamically admissible states. Note that the Lagrangian multiplier S
is shown latertobe f = 1/kpT.

D.3.2 Molecular Partition Function q

When the molecular partition function ¢ is defined as (D.19);, each energy level
{€0, €1, €2, ...} corresponding to each state {ng, nj, ny,...} is assumed to be
different. However in practice there exist molecular states such that the energy levels
become the same, therefore we can modify (D.19); to

g=Yy gje (D.20)

where g; is the partition coefficient which implies a g;-fold degeneration in the
energy level ¢;.
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Assuming B = 1/kgT, let us consider the case where the temperature
approaches absolute zero degrees. We set the ground state &y of energy as T — 0.
Since ¢ is divergentif ¢9 #0 as T — 0, we have the conditions

= li = gy. D.21
g =0, lim ¢ = go ( )

On the other hand as T — oo, the combination of the energy states must be infinite:

lim g = oo. (D.22)

T—o00

In this particular case, if the energy levels are distributed uniformly, we have

g=1l+e P pe ey = ﬁ (D.23)

and the Boltzmann distribution is calculated as
pi=(1—e e e (D.24)
If we apply the free particle solution £, in a one-dimensional domain (0, L), which

will be shown in (D.47) to obtain the ground state energy ¢ = E| = h*/8mL?, the
partition function can be calculated as

(o]
en=m2—De = gq=)y e WDk (D.25)
n=1

The sum in this equation is replaced by an integral form and we assume n > 1,

therefore we obtain
o0 o0
q= / e~ Db gy ~ / e P dn.
1 0
We then set n?fe = x> = dn = dx/./Be and integrate the above to obtain

R ﬁ_ 1 B B 1/2

where A is referred to as the thermal wave length. If we extend (D.26) into the
three-dimensional domain V' = L L, L3, we obtain

g=—V. (D.27)



D.3 Interpretation of Entropy Within the Framework of Statistical Thermodynamics 327
D.3.3 Internal Energy and Entropy: Boltzmann’s Formula

Substituting the total energy of the system & of (D.14), into the Boltzmann
distribution (D.19) yields

N de Pei d (Ing)
g = — e_ﬂgi = —— =
R
where S is a function of the temperature. On the other hand, £ is not only a function
of the temperature but also the volume V' of the system and other factors, therefore
we write the above equation as

. d(Inq)
5——(N F )V. (D.28)

Substituting the partition function (D.27) for the case of equi-difference energy, and
differentiating this (recalling (D.26),), we obtain the following expression for the
total energy:

e _(Nd(lnq)) _3NVOA 3N (0.29)
Vv

dp ogAt OB 2B

As described in Sect.3.2.1, the total energy £ consists of the kinetic energy K

and the internal energy U/. However, in the system considered here, the change of

the kinetic energy of molecules induces changes in the temperature and the volume,

such that the kinetic energy is not treated directly, and the total energy is converted
into internal energy. Thus we have

U=E= Zn,- & (D.30)

Here we should note that gy corresponds to the energy at the ground state.
Substituting this into (D.29), we obtain

3N
U= TR (D.31)

On the other hand, as shown in (E.63) for a perfect gas, we have
3

where n is the total amount of substance. If we compare this with (D.31), we have

g=— (D.32)
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where kp is Boltzmann’s constant, and kg = R/N, for an ideal gas (cf.
Appendix E.5).

As understood by (D.30) the change of internal energy dU{ is induced by a
change of the energy state d ¢; and/or by a change of the number of molecules dn;
belonging to that energy level. In quantum mechanics, it is known that the pressure
applied induces d &; and the heating induces dn;. Now we consider the change due
to heating

duU =Y edn =dQ=TdS",
i=0

and using (D.32) we have

du

S = — =kpp > eidn (D.33)

i=0

Substituting (D.18) into this yields

!
PR SLILLE VIR ob i

n:
i=0 ! i=0

Note that since we treat a closed system, ), dn; = 0. Thus we obtain the following
Boltzmann formula:

dS¢ =kyd(nW) = S =kzlnW. (D.34)

Substituting (D.16) into (D.34), we obtain

S ~ kg Z(n,- InN —n; Inn;) = —N kg Zp,- Ing. (D.35)

Alternatively, from (D.19) we have

In p; = —Be&; —1Ing.

Substituting the above into (D.35), we obtain the Boltzmann formula of the
molecular partition function as

S = %{ 4+ Nkplng (D.36)

where we use the relation ), n;e; =€ =U, kg p=1/T.

Note D.1 (Schrodinger equation and the free particle problem). The Schrodinger
equation specifies the quantum state of a particle: It is considered in the one-
dimensional state for simplicity (for more general cases see, e.g., McQuarrie and
Simon 1997, p. 73).
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The one-dimensional wave equation can be written as

%u 1 0%u

e v (D-37)

where v is the phase velocity. We consider harmonic motions with a circular
frequency w, and assume solutions of (D.37) of the form u(x,?) = ¥ (x) coswt.
This gives an ordinary differential equation in the spatial coordinate x for ¥ (x); i.e.,

d*>y  4n? _
ot v =0 (B39

where we set w = 27v and Av = v (v is the frequency and A is the wavelength).
In 1924 Louis de Broglie discovered that every particle of a mass m shows wave-
particle duality. Let the linear momentum of the particle be p = mv, then the total
energy is given by
2
E=2 1y (D.39)
2m

where V(x) is the potential energy. The linear momentum then becomes
p = {2m(E - V)}'V2 (D.40)

Alternatively, Einstein’s relationship relates the wavelength of light A to the linear
momentum p according to A = h/p (where h = 6.626 x 1073* [J-s] is the Planck
constant). De Broglie applied this to the material wave of the mass m to obtain

A== — (D.41)
p mo

The above is referred to as the de Broglie relation. Using (D.40) and (D.41) we have

h 1 1

and substituting this into (D.38) we obtain the following time-independent
Schrodinger equation:

h d?

Hy(x) = Ey(x), H = “om Al

+ V(x) (D.42)

where H is Hamilton’s operator and 4 = h/2x.
We can extend this time-independent Schrodinger equation to obtain the time-
dependent Schrodinger equation:

AW(x,1) = ih% (D.43)
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(i = «/—1 is the imaginary unit). If we introduce the separation of variable

W(x,t) = ¥ (x)f(t) and set

1 A ih df(t)
E=—HYy(Xx) = ————
TSR TONT
we obtain the following two ordinary differential equations:
N df(t i
Ay =gy, LU e

The first one is equivalent to the time-independent Schrédinger equation (D.42).

Let us solve the simplest problem, referred to as the free particle problem, which
treats the motion of a particle whose potential energy can be ignored (V(x) = 0).
The spatial domain is (0, L), and the two-point boundary value problem is

2 2mE
VL mE =0, 0=x<L (D.44)
dx? h

BC: ¥(0) = y(L) =0. (D.45)

The general solution of this is

2mENY?  [4xmE\"?
¥(x) = Acoskx + Bsinkx, k = (mT) = ( Jr;ln ) (D.46)

and the boundary condition ¥(0) = 0 gives A = 0, and the boundary condition
¥ (L) = 0 gives the eigenvalues

kL =nm, n=12,---

Substituting this into (D.46),, we obtain the quantized energy E,, for the free particle
problem as
2 h2
E, =270 a =12, (D.47)
dmL?

The three-dimensional time-independent Schrodinger equation is given by

N oW (x,t - h
Ay =indYED gy (D.48)
ot 2m
where A = 9% /dx;dx; is Laplace’s operator. The time-dependent Schrodinger

equation is similarly obtained as

Hy(x) = E y(x). (D.49)
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The quantized energy for the three-dimensional free particle problem (V(x) = 0)
can be calculated as

Th? S~ ni\>
g = (_) =12 B (D50
4m

i=1

D.4 Entropy Production: Second Part of the Second Law of
Thermodynamics

The phenomenon that mechanical energy can be converted into heat through friction
is a common observation. The Second Law of Thermodynamics states that in
addition to such an energy exchange process, there exists an autonomous mechanism
to increase the entropy due to the disturbance of the internal structure or order.

D.4.1 Second Law of Thermodynamics for the Irreversible
Process

In AppendixD.1 we showed that in a reversible process the energy increment that
is exchangeable with its surroundings is formed by temperature and entropy change
(we referred to this as the first part of the Second Law). We now discuss the second
part of the Second Law, which states that in an irreversible process the entropy
increases.

Carnot (1824) concluded that in an irreversible process, the efficiency 7 of a heat
engine is always less than unity, which gives the second part of the Second law.
That is, in the irreversible process the rate of absorption of heat AQ; from the high
temperature source that is converted to work becomes smaller than in a reversible
process, and the heat output increases; therefore, from (D.4) we have

A irr T A A irr
n=1- % . [— = QAL
AQI T] Tl TZ
We rewrite this as J0

This is referred to as the Clausius inequality, and implies that in an irreversible
process the entropy increases. The heat supply d Q is therefore not completely
converted into the heat component of the internal energy 7 d S. This is the essential
concept of the second part of the Second Law of Thermodynamics.

In an isolated system d Q° =0, and if we assume that the internal heat flux
d Q' also vanishes (i.e., d Q' =0 at the equilibrium state), we have dS = 0. This
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implies that S approaches the (local) maximum (since S is increasing). That is, at
the equilibrium state of the isolated system, with no internal heat source, we have

dsS =0 at S = Smax (D.52)

and, in the course of an irreversible process, the entropy increases towards the above
state: i.e.
ds > 0. (D.53)

Note D.2 (Entropy increase in the isolated system). In the isolated system d Q° =
0 as mentioned above, however, the flux d Q' caused by some internal heat
source is not always zero. Furthermore, it is not completely obvious whether
or not an “irreversible process” which satisfies the inequality (D.51) exists in
an isolated system (as mentioned in Appendix D.3, Boltzmann’s interpretation of
entropy 8¢ = kpIn W also relates the exchangeable part of entropy S¢ with the
molecular configuration W). Any experiment to verify the inequality (D.51) for the
isolated system poses an interesting physical observation problem, since it is almost
impossible to measure the state of the isolated system by using a sensor ‘inserted’
into the system without introducing some disturbance.

At present it is not possible to prove that entropy increases, therefore we here
follow classical thermodynamics and assume that in an irreversible process the
inequality (D.51) is satisfied even for an isolated system. |

For the general case with a heat source dQ the entropy change is divided
into two paths, the autonomous internal change and that part affected by the
external heat supply, attributed to Prigogine (1967), which will be discussed in
the AppendixD.4.2. In this case the inequality (D.53) gives some of the entropy
corresponding to the internal change.

D.4.2 Entropy Production

Let us reconsider the Second Law of Thermodynamics (cf. Kondepudi and
Prigogine 1998). We partition the entropy change into d S¢ due to the exchange
of energy and/or material with the surroundings and d S’ due to the irreversible
process in the system itself: i.e.

dS=dS8° +dS’ (D.54)

where dS' is the entropy production. Combining the inequality (D.51) for the
irreversible process and the equality (D.10) for the reversible process we have the
following inequality for all processes:

ds > == (D.55)
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However, since

_ 49
T
the Second Law of Thermodynamics implies that for any system, either isolated,
closed or open, the entropy production d S’ is non-negative:

dse (D.56)

Second Law of Thermodynamics: dS = dS° +dS', dS° = d?Q, ds' > 0.

(D.57)

The result (D.57) suggests (whether it is correct or not) that the system, even if

it is isolated, involves an internal change. Considering the equilibrium state of an
isolated system in which no internal heat source d Q' exists, we have

Equilibrium process in the isolated system: dS =0. (D.58)

Thus, in the irreversible process approaching the equilibrium state, the entropy is
increasing (d S >0), while at the equilibrium state, it reaches a maximum. Note that
for a closed or open system entropy can decrease in general if some energy flux is
applied to the system.

Combining the First Law of Thermodynamics (3.40) and the Second Law of
Thermodynamics discussed above, we can summarize the laws governing non-
equilibrium thermodynamics as follows:

dé =dK+dU =dW +dQ (D.59)
dS =dS +dS¢ (D.60)
dS' >0, ds¢ = dTQ. (D.61)

If Stokes’” power formula is satisfied (cf. Sect. 3.2.4), the above formulae can then
be modified as follows:

dK +dU, =dW and dU =dU, +dQO (D.62)
dS=dS +ds° (D.63)

_ 49

ds' >0, ds
- T

(D.64)

The closed system in which no material has been exchanged is schematically
drawn as shown in Fig.D.6. The open system with material exchange can be
configured in a similar manner.

Note D.3 (Internal dissipation and Clausius-Duhem inequality). The Second Law
of Thermodynamics is considered in terms of the dissipation of internal structure.
Referring to the definition of entropy (D.10) and its effects for a reversible process
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Fig. D.6 Dissipative
structure for a closed system
(cf. Stumm and Morgan
1996)

Universe

Surroundings
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and recalling that 7' d S corresponds to the change of internal energy and that d Q
is the heat supply from the surroundings, we can define the following internal
dissipation for any reversible and irreversible process;

dD=TdS—-dQ. (D.65)

Referring to (D.60) we understand that the Second Law requires that the internal
dissipation should be non-negative: i.e.

dD=TdS—-dQ=TdS >0 (D.66)

This is referred to as the Clausius-Duhem inequality.

It should be noted that the Clausius-Duhem inequality, giving the condition of
internal dissipation, is exclusively satisfied for the equality part by the reversible
process and for the pure inequality part by the irreversible process. The equality of
the non-negative condition is not satisfied for the “pure irreversible process’. |

The above discussions treat the change of entropy, and do not give an absolute value
of entropy. In 1918 Nernst showed that in its uniform state a material at absolute zero
temperature has zero entropy (English version: Nernst 1969). This is referred to as
the Nernst-Planck theorem or the Third Law of Thermodynamics (cf. Appendix D.3).

Example D.1 (Heat conduction problem). Let us consider an isolated system that
consists of two parts, Cell 1 and Cell 2 (Fig.D.7). The temperature of Cell 1 is
assumed to be 77, and temperature of Cell 2 to be T, (77 > T3). The heat flux
flowing from Cell 1 to Cell 2 is given as d Q. Since there is no heat exchange and
no volume change in the isolated system, d S¢ = 0 and d W = 0. Thus the change
of internal energy of each part is equal to the heat supply:
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Fig. D.7 Heat transfer in an Cell 1 Cell 2
isolated system T T
L —>d0
e
Ax

duy =dQ,, dU =d Q.

Applying the First Law of Thermodynamics to the total system we have d Q =
d Q, = —d Q. Thus the entropy production of the total system is

e dQ do (1 1 as' (1 1\do
dS=dS = -+ _(n n)dQ’ o ar _(n n)dt
(D.67)
In the classical irreversible thermodynamics (CIT) theory, the local equilibrium
condition is applied, and 77 and 7, remain constant in each cell. This results
in a strong inconsistency when applying CIT to the non-equilibrium problem. It
should be noted that in our procedure the conditions of local equilibrium and
constant temperature in each cell are not required, because (D.59)—(D.61) are
applied directly.
The heat flux ¢ = d Q/dt is related to the temperature gradient by Fourier’s law

q=—kVT (D.68)

where k is the thermal conductivity tensor, which is a second-order tensor and is
reduced to K;; = k §;; if the material is isotropic (k is the thermal conductivity).

Let the ‘thermal distance’ between Cell 1 and Cell 2 be Ax. Thus, dT/dx =
(T1—T,)/ Ax is negative, and Fourier’s law can be written as

aQ _ Ti-T
dt Ax

where k >0 is the thermal conductivity. Note that in a system where the subsystems
are clearly separated with temperatures 7} and T3, we can assume that d Q/dt =
k(T1—T,). By using (D.67) the entropy production is given as

0. (D.69)

s’ (1 1 kn—n_km—ny>
Ax T1 TzAx -

dt  \T, T

This implies that the non-negativeness of entropy production is equivalent to the
non-negativeness of the thermal conductivity k. At the final equilibrium state
the temperature of both subsystems becomes the same, and therefore the entropy
production is zero. |
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D.4.3 Second Law of Thermodynamics and the Minimum
Energy Principle

The minimum energy principle in the closed system is derived from the First and
Second Laws of Thermodynamics. Since d Q@ = T'd 8¢, we have

dE=TdS +dW =TdS—-TdS +dW. (D.70)

We treat here a closed system, so that the volume does not change (d W = 0). If the
heat supply d Q = T'd 5¢ is controlled as the total entropy in the system is constant
(dS = 0), the total energy increment is

dE =-TdS <0. (D.71)

That is, in a system of constant entropy and constant volume the process moves
towards the direction of minimum energy. This gives the Principle of Minimum
Energy for the irreversible process, which is deduced from the Second Law of
Thermodynamics.

D.4.4 Second Law of Thermodynamics in a Thermo-
mechanical Continuum: Eulerian Description

Assume that, corresponding to the entropy S of a body, there exists an entropy
density function s, measured per unit mass of a continuum, such that

S:/ps(x,t)dv. (D.72)
Q

As mentioned in Appendix D.4.2, the entropy change d S of a system consists of
two parts in the form dS = dS¢+dS', where d 8¢ is due to an energy exchange
with the surroundings and d S’ is due to an internal irreversible process, so that the
Second Law of Thermodynamics can be written as d Si>0.

This can be applied to the continuum as understood from the definition of s
(D.72). That is, the change of entropy ds is divided into two parts as ds = ds®+ds’,
where ds¢ is a result of energy exchange, and ds’ is the internal entropy production.
For the reversible process ds' = 0 and for the irreversible process ds’ > 0. Thus the
Second Law of Thermodynamics for the continuum can be written as

Second Law of Thermodynamics: ds = ds* + ds', ds' >0. (D.73)

Note that CIT may be able to come to the same conclusion; however, it is important
that we do not require the assumption of a local-equilibrium. Since the Second
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Law is used here as a working hypothesis in the local form, we can introduce this
inequality locally.

If no chemical processes are considered, the change of internal energy is caused
by the deformation and the change of entropy ds¢, which is the exchangeable part
with the surroundings. Thus we have

du ds®
— =0t D +T—. D.74
ar 7 * dt ( )
This is one of the most important results of non-equilibrium thermodynamics.
By substituting this result (D.74) into (D.73) under ds = ds°+ds’ we obtain the
following entropy production inequality for the non-chemical process:

dst du ds
a F

— —~T—|-po*:D*<0. D.75
dt dt) P - ( )
Substituting the dissipation equation (D.75) into (3.50), we obtain

d 1 o
d—j(x,t)z =0t D’ —p—Tdivq+%. (D.76)

This gives the Eulerian form of the Second Law of Thermodynamics for the
continuum, also referred to as the Clausius-Duhem inequality. Note that the first
term of the r.h.s. of (D.76) is a consequence of the internal dissipation in mechanical
energy. It should also be noted that the equality is provided for reversible processes
whereas the pure inequality is applicable to irreversible processes.

In many articles we find the following discussions on the temperature-
independent process: Since (D.76) accounts for the dissipation, the equality is
satisfied, and the dissipation term, excluding the thermal terms, must be positive
(6% : D' >0). This might be true; however, here we state only that (D.76) is true as
a result of the Second Law of Thermodynamics.

In a closed system if the kinetic energy density « defined by (3.19), and the
internal energy density u are used, the inequality (D.71) is reduced to

dc +du=—-Tds' <0. (D.77)

Thus the minimum energy principle is also given for the continuum.



Appendix E
Chemical Processes and Classical
Thermodynamics

In most textbooks on chemical physics and thermodynamics, field variables are not
given in the form of variables per unit mass or per unit volume but in the form of
variables per mole. In this section we follow the basis of classical chemical physics.

E.1 Molar Description of Thermodynamic Functions

Both descriptions in continuum mechanics and in classical chemistry are listed as
follows (note that since the inelastic volume change is small enough, the volume V
is used instead of V¢ for the conventional notations):

Field variables (Continuum mechanics) (Molar description)
Strain/volume & |4
Stress/pressure ot P
Exchangeable entropy 5¢ S¢
Temperature T T
Chemical potential Mi Uo
Concentration/amount of substance Co Ng

Heat flux dq dgQ

Here S° is the exchangeable entropy in the molar description. Note that the internal
energy per unit mass u [J/M] (M is the unit of mass) is related to the internal energy
per unit substance U [J/mol] by m u = U where m is the molecular weight. Most
of the textbooks using the molar description employ the pressure p (compression
positive) instead of stress o (cf. Sect. 3.2.4). We here use the pressure P and volume
V' (expansion positive) in the molar descriptions.

Y. Ichikawa and A.P.S. Selvadurai, Transport Phenomena in Porous Media, 339
DOI 10.1007/978-3-642-25333-1, © Springer-Verlag Berlin Heidelberg 2012
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1. Field of volume/pressure and entropy/temperature

Thermodynamic functions (Continuum mechanics) (Molar description)

Internal energy u(e®, s®) uw,Sse)
Helmboltz free energy f(e,T) FWV,T)
Enthalpy h(o*,s¢) H(P,S°)
Gibbs free energy g(e*, T) G(P,T)

Change of internal energy

B . U U
dU(\V,S8°)=—-PdV +TdS*, P = W T_BS“' (E.1)
Helmbholtz free energy
FV,T)=UW,S% —-TS*, (E.2)
oF oF
F = —d(TS) =—-PdV —S°dT P=—-—— = ——.
d dU —d(TS°) dVv —S°dT, aV,S 3T
(E.3)
Enthalpy
H(P,S)=UWV,S8°)+ PV, (E.4)
oH oH
H = —d(PV)=TdS° P =—, T = . (E.
d dU —d(PV) dS®+VdP, Vv P 5S¢ (E.5)
Gibbs free energy
G(P,T)=H(P,S)—-TS*=F(V,T)+ PV =UV,S° + PV —-TS",
(E.6)
B B _JdG .,  0G
dG =dU +d(PV)—d(TS°) =V dP —S°dT, V_B_P’S =97
(E.7)

2. Field with chemical process

Thermodynamic functions (Continuum mechanics) (Molar description)

Internal energy u(e, s, cy) UV, S%ny)
Helmbholtz free energy f(e, T, cy) F(V, T, ny)
Enthalpy h(o#,s,cq) H(P,S¢ ny)
Gibbs free energy g(0%, T, cy) G(P, T, ny)

Grand potential ¢(e, T, ,uﬁ) OV, T, e)



E.1 Molar Description of Thermodynamic Functions
Change of internal energy
AUV, S ny) =—PdV +TdS*+ ) judn,,
o

oU U

v
W [ge ase|,, =

Vi 0Ny

P =

V,Se

Euler’s equation
U=-PV+TS 4+ jlana

Gibbs—Duhem relation

—VdP +S°dT + ) nydps =0
o

Helmbholtz free energy

F(V.T.ng) = U(V.5ng) = TS = =PV + Y igna
o

dF = —PdV —S°dT + Y iy dna.

OF . OF
Wl oT

oF
y Ma =

na V 0Ny

v, T

Enthalpy

H(P, S ng) = U(V,S% ny) + PV =TS + Zuana
o

dH =V dP +TdS*+ Y pgdna,

oH oH
— T —

_OH
= BP Sd’nas - BSe ’ Ha

|4 =
e, P 0ng

PS¢

Gibbs free energy
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(E.8)

(E.9)

(E.10)

(E.11)

(E.12)

(E.13)

(E.14)

(E.15)

(E.16)

(E.17)

G(P.T.ny) = H(P.S¢.ny)—TS*=U(V. 8% ng) = TS + PV=") " jio g (E.18)
o

dG =V dP —S°dT + ) pydn,.

_ 6
9P

. 3G

14 , S =
- oT

G
na,P’ Ho = ng

P, T

(E.19)

(E.20)
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Grand potential
O(V.T. o) = U(V.5.14) =TS =Y ptgng = =PV (E.21)
d®=—PdV —SdT - nydp. (E.22)
10 D D
__ % . e _ 7 , Mg = — (E.23)
aV T, e aT Has V Mo Vv, T
Maxwell’s relations
oP . oT oT . Ofh Ofh . opP
0S|, v Wl 0nalyge 080,y OV |ge,.  Onalyge
(E.24)
JoP 0S¢ AN Ol Oy 0P
T |, v S T,na, Ing |y 7 AT na,V’ WV 170y ng V,T7
(E.25)
v . oT oT . Oy Oy _ 1%
0S|, p 0P|, Onglpge 0S|, OP |, = Onglpge
(E.26)
Vv . N N . Ofh Oy . aV
aT |, p JoP T’nw’ ong |p 1 aT nmP’ P |7, 0Ny P’T’
(E.27)
JoP 0S¢ AN _ Ong 0Ny _opP
oT e V 14 T,uu’ Mo |y, 7 oT MouV’ aV T e Oy V!T'
(E.28)
P/T
V| _ _p202/T) (E.29)
WV T |y
Gibbs-Helmholtz relation
a (G H or d (AG\ _AH (E.30)
oaT\T) T2 aT\ T )T T2 :

E.2 Heat of Reaction and Change of Enthalpy

We consider the relation between the reaction heat and the change of enthalpy. As
shown by r.h.s. of (E.15), H(o, S¢, ny) is the energy due to heat and mass exchange
(cf. Note 3.11, p. 115). Thus the chemical processes accompanying reaction heat
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such as combustion, formation, fusion and vaporization are formulated by using the
enthalpy change AH.

Let us consider a reaction at the standard state (P© = 0.1 MPa = 1 bar, T° =
25°C =298.15K):

aA + bB — cC+dD (E.31)

Original system Reaction system

If the enthalpies of material « (¢ =A, B, C, D) at the standard state are HU?, the
change in enthalpy due to this reaction is given by

AH® = (HE + HS) — (HY + Hy). (E:32)

It is common that values such as the change in enthalpy are obtained by the r.h.s.
value of the reaction system subtracting the 1.h.s. value of the original system. A H®
is referred to as the change in standard enthalpy.

Let us generalize the reaction formula (E.31) for N, substances of the original
system and N, substances of the reaction system by

N, N,
> auAu =) beBa. (E.33)
a=1 a=1

The change in enthalpy is

Nr N{)
AH® =3 "byHS — > asHY . (E.34)
a=1 a=1

If an intermediate reaction is formed during the reaction from the original system
A to the reaction system B such as

A —-1-—1 — B,
the change in enthalpy can be calculated as

AHS . =AHY,  + AHP

— 1—1

[+ AHS (E.35)

where we set AHY | = HP —HP, etc. Equation E.35 is referred to as Hess’s law.

There are many types of enthalpy changes, as listed in Table E.1; some typical
enthalpy changes are described below.

The reaction heat of combustion under constant pressure is referred to as the
combustion enthalpy. If the states before and after combustion are kept standard, this
is known as the standard enthalpy of combustion, denoted by A.H ©. For example,
the reaction of the combustion of methane is written as
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Table E.1 Changes of enthalpy (cf. Atkins and Paula 2010)

Transition Process Symbol?
Reaction Reactants — products AH®
Formation Elements — compound AH®
Combustion Compound(g,1,s)+0,(g)—CO,(g),H,0(l,g) AH®
Atomization Molecule—atoms A H®O
Tonization X(g)—>X+ (g)+e™ Aign H®
Cathode reaction® X(g)+e™ —>X"(g) A H ©
Activation Reactants — activated complex ATH®
Transition Phase « — Phase f8 AwsH®
Fusion s—1 AfusHe
Vaporization =g AvpH ©
Sublimation s—g A HO
Mixing of fluids Pure — mixture Anmix H ©
Solution Solute — solution A H®
Hydration Xi(g)—>Xi (aq) AnyaH ©

4Standard symbols of [UPAC (International Union of Pure and Applied Chemistry)
bCathode reaction implies electron gain. A H © denotes the electron gain

CH,(g) + 205(g) —> COx(g) + H>0(1), AH® = —890.4 kJ mol™', 25°C

where (g) denotes the state of gas and (1) denotes the state of liquid (and the state
of solid is denoted as (s)). Since the above reaction is exothermic, the enthalpy is
decreased if the reaction is toward the r.h.s., which implies that A, H © is negative.

The reaction heat generated when producing a compound from simple elements
is referred to as the formation enthalpy. If the states before and after formation
are kept standard, this is known as the standard enthalpy of formation, denoted by
A¢H® . In Table E.2 some examples of the above enthalpies are shown.

The standard enthalpy of formation of methane can be calculated by using the
standard enthalpies of formation of CO, and H, and the standard enthalpy of the
combustion of methane. That is, since we have

(a) C(s) + 02(g) — COs(g) AtH®(CO,) = —393.51 kJ mol ™!
(b) 2Hx(g) + 0s(g) —> 2H,0(1) 2A+H € (H,0) = 2 x (—285.85) kJ mol ™!
(¢) CH4(g) + 204(g) —> COx(g) + H,0(1) AcHS = —890.4 kJ mol ",

Hess’s law is applied, as (a)+(b)—(c), to obtain the following thermo-chemical
equation:

C(s) + 2Ha(g) —> CH4(g)  ArH®(CHy) = —74.81 kJ mol ™",
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Table E.2 Examples of thermodynamic data (298 K) (cf. Atkins and Paula 2010)

Compound (state) Molar mass A¢H®O A:GO S§¢© c,
g/mol kJ/mol kJ/mol J/mol K J/mol K
CO,(g) 44.010 —393.51 —394.36 213.74 37.11
CHy(g) 16.04 —74.81 —50.72  186.26 35.31
H,O() 18.015 —285.83 —237.13 69.91 75.291
H,0(g) 18.015 —241.82 —228.57 188.83 33.58
HCl(g) 36.46 —92.31 —95.30 18691 29.12
CaCOs(g) 100.09 —1206.9 —1128.8 92.9 81.88
NaCl(s) 58.44 —411.15 —384.14 72.13 50.50
SiO,(s,@) 60.09 —910.94 —856.64 41.84 44.43
Fe;Oy4(s,magnetite)  231.54 —1118.4 —1015.4 146.4 143.43

E.3 Change of Entropy

The classical theory of thermodynamics suggests that the state of a system is
governed not only by the First Law of Thermodynamics (energy conservation)
but also by the Second Law of Thermodynamics (increase of entropy). That is,
a reaction of materials in general not only tends to proceed toward a low level
of energy, which implies that the reaction is exothermic but also tends toward
disordering (i.e., toward +AS). As mentioned in Sect. D.4 the change of entropy
AS consists of the part AS¢ exchangeable with surroundings and the part AS’
generated autonomously in the system (AS = AS¢+ AS?), and, taking this into
consideration, we will examine some chemical processes.

E.3.1 Progress of Chemical Reaction and Change of Entropy

In stoichiometry the Lh.s. terms are transferred to the r.h.s., so that

N
> veXy =0, (E.36)
=1
by = —a, for originals, X, = —A, for originals, (E37)
bq for reactants, B, for reactants,

where N = N, + N,, and v,, is the stoichiometric coefficient.
Since this reaction simultaneously proceeds for all elements X, the change in the
amount of substance of X, can be given by the following stoichiometric relation:

dng

Vo

=dt  (lo). (E.38)



346 E Chemical Processes and Classical Thermodynamics

Here £ is referred to as the extent of reaction, and the reaction rate is given as the
rate of the extent of reaction: it

T
Let the amount of substance of a species X, at the start of the reaction be n4y,
then the amount at the extent £ is given by

(E.39)

Ng = Ngo + Ve€. (E.40)

Since the amount at € is given by (E.40) and ny9, v, are constant, the internal energy
at £ can be represented as

U(V, S%ny) —> U(V, S5 €) (BAD)

where the extent of reaction is a state variable instead of the molar number. Note
that the heat of reaction r can be calculated by the enthalpy H(P, S¢, &) as

Lo (E.42)
& |pr

Letus use dS, dS¢, dS' instead of AS, AS¢, AS':
dS =dS° +dS'. (E.43)
The change of internal energy is given by (E.8), therefore we have
dU(V.S¢ ny) = =P dV+TdS* + Y o dng. (B.44)
@

This gives
dU+ P dv
ds® = +— § o dig. (E.45)

The Second Law of Thermodynamics is then

ds’ > 0. (E.46)

E.3.2 Affinity and Direction of Reaction

The stoichiometric relation given by (E.38)

dng = v, d§&
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is substituted into (E.45) to obtain

dU +PdV A
dS¢ = —— + —d E.47
T + T 3 (E.A47)
where
A= —Z,u,a Vo (E.48)

is the affinity, which represents the driving force of the chemical reaction. By using
the affinity, the change of internal energy given by (E.44) is represented as

dU(V, 8% ng) = —P dV + T dS° — AdE. (E.49)

Let us consider the following reaction:

N, N, N
D auAs = ) baB, = > veXy =0. (E.50)
a=l1 a=1 a=1

At chemical equilibrium the total amount of mass is not changed, therefore the
change of internal energy d U, due to chemical reaction is null:

dU. =Y podny = —Ad§ = 0.

Thus at chemical equilibrium we have

d§
EZO or Az—za:,uavazo

The condition w = d&/dt = 0 implies a state of null reaction rate, which is not
relevant. The non-obvious solution is obtained as A = 0, which implies equilibrium
of the affinity. Thus, in general, the equilibrium condition is given by

A:—Zuavazo. (E.51)
o

The non-equilibrium reactions are classified according to the following four
cases:

d&/dt A dU,
Case 1 >0 >0 <0
Case 2 >0 <0 >0
Case 3 <0 >0 <0
Case 4 <0 <0 >0
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Fig. E.1 Diffusion problem

i Ho, 1
of closed two-partitioned
domain !
2 / -dn]
Cell 2:
(low concentration)

Because of (E.50), the products increase and the originals decrease, therefore the
reaction moves to the right (forward reaction) if d&/dt > 0. If products decrease
and the originals increase, the reaction moves to the left (backward reaction) if
d&/dt < 0. On the other hand, if dU, = —Ad&/dt < 0, the reaction is
exothermic, and if d U, > 0, the reaction is endothermic. Thus Case 1 is a forward
exothermic reaction, Case 2 a forward endothermic reaction, Case 3 a backward
exothermic reaction, and Case 4 a backward endothermic reaction.

E.3.3 Change of Entropy and the Diffusion Process

Let us suppose that two parts of substances (Part 1 and 2 of Fig. E.1) of different
concentration are in contact with each other. We can prove that diffusion occurs
from the higher concentration part (Part 1) to the lower concentration part (Part 2)
because of the First Law of Thermodynamics. Here the total system is closed, the
temperature is the same, 7', the chemical potentials are p; and u, (11 > (2), and
the amounts of substance are n; and n,, respectively. We set the stoichiometric
coefficients of Part 1 and Part 2 as —1 and 1, respectively; thus the extent of reaction
d€is
dé = —dn; =dny, > 0.

LetdU = dV = 0, then by (E.45) we have

ds¢ = —%ds > 0. (E.52)

That is, transport of the substance is autonomously caused, which implies ‘diffusion’
from the higher concentration to the lower concentration. It should be noted that this
is a result of the First Law of Thermodynamics.

E.3.4 Changes of Temperature/Pressure/Phase and Entropy

Let us consider a closed system, dn, = 0. From (E.8) and (E.16) we have

3¢ . aS¢
= T s =
v |, oH |,

T—l
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and the changes of entropy under constant volume and constant pressure are

calculated as follows:

AN
oT

ou

ase

oH

0S¢ 0S¢
- =77'C, =T7'C,.
y U v T »

Thus if C,, C, are known as functions of temperature, the entropies that are
exchangeable with the surroundings are given by

T
Constant volume:  S° :/ C(T)d(InT), (E.53)
0

T
Constant pressure: Se:/ C,(T)d(nT). (E.54)
0

Here we assume that, by virtue of the Third Law, the entropy is zero at 0 K.

When a substance undergoes a phase change, heat is adsorbed or discharged
under constant temperature. In general, this change occurs under constant pressure,
therefore AQ = A H. Table E.3 shows the temperature 7,s and change in enthalpy
AgsH for fusion, and the temperature 7,,, and change in enthalpy A, H for
vaporization for several substances; we can calculate the changes in entropy at
fusion and vaporization by

AfusSe = AfHSH’ AVaPSe = A,;_,apH.
vap

(E.55)
Tfus

For example, the changes of entropy at fusion and vaporization of water are
Agys S (H20) = 21.995 J/K mol, AyapS°(H>0) = 108.953 J/K mol.

The change of entropy of water is schematically drawn as a function of temperature
in Fig. E.2.

Table E.3 Change in enthalpy at fusion and vaporization
Substance  Tjs K AggH kKJ/mol  T,,, K Ay, H kKJ/mol

H,O 273.15  6.008 373.15  40.656
CH3;0H 175.2 3.16 337.2 35.27
C,HsOH 156 4.60 351.4 38.56
CH,4 90.68  0.941 111.7 8.18
CO, 217.0 8.33 194.6 25.23
N, 63.15 0.719 77.35 5.586

0, 5436  0.444 90.18 6.820
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Fig. E.2 Entropy change of AS“ /K mol
water Vapor
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E.4 Change of Gibbs Free Energy and Chemical Potential

As understood from (E.19), the Gibbs free energy is the energy due to substances
flowing in/out the system:

G(P.T.ny) = H(P.S*.ny) =TS =Y _ iy Na. (E.56)

Gibbs’ free energy is also a part of energy that is converted to work, but not
converted to heat. We call the process where AG <0 the exergonic reaction, whereas
AG >0 is the endergonic reaction (‘ergon’ implies work).

If the states before and after the reaction are kept standard and the change of
entropy is (AS¢)® (change of standard entropy), the change in standard Gibbs free
energy (AS¢)® is given by

AG® = AH® — T(AS9)°. (E.57)

In particular, if the compound is generated from simple substances and the states
before and after the reaction are kept standard, we designate A¢G®, which is the
standard Gibbs free energy of formation, as

AtG® = AfH® — T(A:5°)°. (E.58)

Some examples of thermodynamic data are given in Table E.2.

If we know the standard Gibbs energies of formation of each substance for the
original system Afo(y and the reaction system AfGed, the change in standard Gibbs
free energy AG® is calculated by

Nr No
AG® =3 by AGE = auAGY. (E.59)
a=1 a=1

It is understood from (E.19) that the chemical potential w, is equivalent to the
Gibbs free energy per unit mole. In other words we have
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G

- Ing

P (E.60)

Differentiating the Gibbs—Helmbholtz relation (E.30) w.r.t. n, and applying the above
relation, we obtain

d (e Hy, 0H
) = Hyo = E.61
8T( T ) T2’ ong (E.61)

where Hy,, is the partial molar enthalpy of species o (cf. Kondepudi and Prigogine
1998, Sect. 5.3, pp. 137 and Sect. 5.5, pp. 142—143).

E.5 Thermodynamics of Gas

The state quantity of a perfect gas can be decided by the following state equation:

PV
- =nR = Nky (E.62)

where P is the pressure, V' is the volume, T is the absolute temperature, n is the
molar number, N is the number of particles of the system, R = Nykp = 8.31
JK~"'mol™! is the gas constant, N4 = 6.0221367 x 10> is Avogadro’s number (the
number of particles involved in one mole of substance), kg = R/N,4 = 1.380658 x
10723 JK~! is Boltzmann’s constant.

The temperature does not change if the perfect gas, enclosed in an adiabatic
container, is released in a vacuum. This is because the internal energy U of the
perfect gas is simply decided by the temperature, which is kinetic. We can prove
this as follows: Assume that the perfect gas is contained in a cube with rigid walls
of sides L. If the gas molecules undergo elastic collisions at the rigid wall in the
x-direction and the mean velocity of the molecules is vy, the change of linear
momentum ALM before and after a collision is 2m v,, and the mean free path is
2L, the mean number of collisions N, per unit time against the wall is v, /2L.
Thus the pressure of the wall area L? can be calculated by

1

ALM X Ny Vy
— o Teol — X —.
2L L2

Py 2

=nNyx2mv, x

The motion of the gas molecules is statistically homogeneous in all directions, and
the mean velocity v is
P =l
T3
Set P = P,, and we obtain

1 -2
PV = gnNAmv
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where V = L3. Since the perfect gas satisfies the state equation (E.62), the kinetic
energy of n mole of gas is calculated by

1 5, 3
K = —nN4 x mv- = —nRT.
2 2

This shows that since the internal energy of the perfect gas is only kinetic energy, it
is a function only of the temperature and we obtain

3
U= EnRT' (E.63)
Recall that the kinetic energy of one molecule is given by
3
—kpT.
> B

Thus Boltzmann’s constant is calculated as

R 8.314510

= = combe <105 = 1.380658 x 10722 K~\.
A .

kg

In a reversible process in a perfect gas defined by the state equation (E.62), we

have
nRTdV
dQ = dU+ PdV = C,dT + .

(E.64)

This implies that

do dT nRdV
= =G+ (E.65)

Thus the change of entropy between the state 1 and the state 2 can be written as

ds¢

2 2
AS¢ =S¢ — S¢ =/1 Cvd(lnT)+/l nRd(InV).

Assuming that C, is independent of the temperature, we have

T 1%
AS¢ = C,In 7? +nR1In 7? (E.66)

For n mole of perfect gas, the Gibbs—Duhem relation (E.11) gives

S¢ Vv
du =—-S5dT + VndP, Se=—, Vo= — (E.67)

n n
where S¢ and V}, are the entropy per unit mole and the volume per unit mole,
respectively. Let us assume that the chemical potential u( Py, T') is known for any
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pressure Py and temperature 7', and we integrate (E.67) under d T = 0, to obtain
P
u(P, T)=pu(Py, T) +/ Va(P', T)dP’.

Py

For the perfect gas V;, = RT/P, and substituting this into the above equation, we
obtain
w(P, Ty = u°(Py, T) + RT In(P/ Py). (E.68)

For the case of a real gas, we introduce a modification coefficient y, which gives

w(f. T)=pu’ + RTInyP/Py=p’ + RT In f/ Py (E.69)

where f = yP is referred to as the fugacity.
Let us consider a mixture of perfect gases, which is also a perfect gas. In this
case the total energy is given by the sum of each energy, therefore we have

PP T) =) pa(P.T). (P T) = pg(T) + RT In P/ P (E70)

Let the molar fraction be x, = n,/n and the partial pressure be P, = x4 P, so that
the chemical potential of species « is given by

pa(P, T, x4) = jig(P, T) + RT Inx,/Po, jie(P, T) = pl(T)+ RT InP/P,

(E.71)
where ji, (P, T) is the chemical potential of pure gas of species «. For the mixture
of real gases we can use the fugacity fo = P/ P of species « to obtain

Mo (P, T, fa) = (P, T)+RT1nfa/P0‘ (E.72)
E.6 Diffusion Behavior of Solutions without Inter-molecular
Interaction

In this section we look at several diffusion problems of dilute solutions in which no
inter-molecular interactions are considered.

E.6.1 Chemical Potential

The chemical potential of an ideal solution is given in the same form as that for a
perfect gas (E.71):



354 E Chemical Processes and Classical Thermodynamics

Fig. E.3 Chemical potential A
and concentration of solution 0 l ’
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WP, T, x4) = u2(P, T) + RT In x, (E.73)
where ug(P, T) is the chemical potential at the standard state.
For the real solution we introduce the activity a, as
Ay = YaXq (o) (E.74)

and substituting this into x, of (E.73), we obtain the following chemical potential:

pa(P, T, ag) = u2(P, T) + RT Inyyxy = (P, T) + RT Ina, (lor)
(E.75)
where y, is the activity coefficient. The difference between the real solution and the
ideal one uE is referred to as the excess chemical potential:

1y = o — 1y = RT Iny,. (E.76)

These are illustrated in Fig. E.3.

E.6.2 Diffusion Coefficient in an Ideal Solution:
Stokes—Einstein Equation

Let there be a dilute solution in which molecules of the solute do not collide with
each other, and suppose that the molecules of the solute move under viscous drag in
a homogeneous and continuous solvent. Let us consider a solution of two elements,
i.e., one solute and one solvent, and the radius of each molecule of a spherical shape
be Ry. Then by Stokes’ law of viscosity, the viscous drag is fv; = (67 1 Ro) v,
where 7) is the viscosity of the solvent, and f is the viscous coefficient. We can set
this force equivalent to the negative gradient of the chemical potential of the solute:
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—Vu = fvi = (6mn Ro)vi. (E.77)

Let the concentrations of solute and solvent be ¢; and ¢;, respectively. The solution
is assumed to be sufficiently dilute, and it is approximated as an ideal solution:

i = 10+ RT Inx; = 10+ RT In —°!

~ ul+RTInc,—RT Incy. (E.78)
(6]
Here ¢; < ¢;, and we can assume that ¢; is constant. Differentiating this, we obtain

RT
Vi = C—Vcl, (E.79)
1

and substituting this into (E.77), we obtain the following flux of diffusing concen-

tration:
RT

67t7]R0

where we assume the mean velocity v is zero. Then the diffusion coefficient D can
be calculated as

q7 =cvi =— Ve, (=-DVey) (E.80)

_RT

N 6w n R().
This is referred to as the Stokes-Einstein equation. However it does not give a good
approximation for a real solution, therefore we can modify it as

(E.81)

RT
D= (14 1.5¢; 4---) (E.82)
6]17]R0

where ¢ is the volume fraction of the solute. Details can be found in Chap.S5,
Cussler (1997).

E.6.3 Diffusion Coefficient of Solute without Inter-molecular
Interaction

For the non-ideal solution of two elements the chemical potential can be written as
n1 = ,u(l)+RTlny1x1 :,u(l)+RT1nylcl — RT Inycs. (E.83)
Let the velocity of the solute be given by (E.77):

1 Dy
-V =ty E.84
14 7 5 rT VM ( )
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where Dy is a constant. Differentiating (E.83), we obtain the flux of the diffusing
concentration as

Ve, v 31
" =cvi=—cDo (-2 + ) = po (14 ) ve,  (E85)
C Y1 dInc

This gives Fick’s law. Thus the diffusion coefficient can be evaluated as

91
D =D (1+ ) (E.86)
d 11’1(31

E.7 Diffusion Process in an Electrolyte Solution

We discuss the diffusion behavior of an electrolyte solute in which the inter-
molecular interaction is strong.

E.7.1 Chemical Potential of Electrolyte Solute

In Sect. 3.2.4 the internal energy was treated as a sum of the mechanical and heat
energies. Here, in addition, we discuss the effect of an electrostatic field ¢ on the
change of internal energy d U, under the molar description.
Let the electrical charge dQ move in the electrostatic field ¢, then the change of
internal energy is given by
dU, = ¢ dQ. (E.87)

Note that ¢ is the difference from the reference charge. If an amount of dn, of
ionic species o with charge z, is added to the electrolyte solute, then the change of
internal energy is given as

dU, = zuFpdng,  (la)

where F = 9.64853 x 10* C/mole is the Faraday constant. Thus the change of
chemical potential due to the above charge is accounted for as z, F¢;, thus the
chemical potential yi, defined by (E.75) becomes

o = Mo + 2o F. (E.83)

[Ly is referred to as electrochemical potential.

Note E.1 (Chemical potential in electrochemistry). In (E.88) the chemical potential
is represented as the sum of the chemical potential 1t, and the change of electrostatic
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energy zqo I’ ¢; however, this is a conventional treatment. In view of the physical sit-
uation and measurability, the contribution of these two phenomena to the chemical
potential cannot be separated; since most of the electrochemical phenomena can be
expressed by (E.88), we will conventionally use it here.

Since thermodynamic quantities such as the activity and activity coefficient for
ionized species, give no physical background, they must be related to the original
species by electrical neutrality. Let 1 mole of electrolyte A be ionized into v mole
of cations with charge z4+ and v— mole of anions with charge z—; then, from the
electroneutrality principle we have

vyzye +v_z— =0. (E.89)

The chemical potential p4 of the electrolyte A (electroneutral) consists of the
sum of two ionized ions; however, assuming a constant charge in the solution, the
electrostatic terms z,, F'¢p are canceled out, and we have

Pa = Vifly +V_flo = Vifiy + Vi, ph =vepl +vop’. (E.90)

Let the chemical potential be written by (E.75), then the chemical potential 4 and
activity a4 of the species A can be calculated as

pa=vi(u + RTInay) +v_(u’ + RTIna—) = u% + RTInay (E91)

ay = ai*ai—. (E.92)

Let the molar fractions of electrolyte A, cation and anion be x4, x4, x_, respec-

tively, giving
X4 = VyXy, X— =V_X4.

Set v = v +v_ to obtain the activity a4 as
ay = (v]:r vi*) (yrr yi*) XY (E.93)

where Y4+ and y_ are the activity coefficients of the cation and anion, respectively.
The mean activity a4+, mean activity coefficient Y+ and mean ionic molar fraction
x+ of the electrolyte A are defined by

V— l V— l
ax = @), ye ="y xe=000) xs (B94)

and (E.93) can be written as
at = y+X+ (E.95)
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E.7.2 Electrostatic Field due to Distributed Ions and Activity
Coefficient: Debye—Hiickel Theory

The electrostatic field ¢ must be known in order to identify the electrochemical
potential; however, this is almost impossible. In order to avoid this difficulty, in
electrochemical engineering the electrostatic field is determined by assuming the
distribution of ions (Tamamushi 1991).

Let the concentration number 7, (i.e., the number of species per unit volume) of
the ion « yield Boltzmann’s distribution':

0 gl
0= —_ E.96
Ny = Ny €XP ( kT ) (E.96)
where n0 is the number concentration at ¢ = 0, ¢ = 1.60217733 x 10!° C is

the elementary charge and kp is Boltzmann’s constant. The charge due to ny is
Po = Zg€Ngy, and the charge p at a point p can be given by summing up all the
distributed charges:

o€
pzzpa:Zzaeng exp (—kB;f). (E.97)

Let E be the electric field. Since V A E = 0 for the electrostatic field, we have
the electromagnetic potential ¢ such that E = —V¢ (recalling V A V¢ = 0). Let
the electric flux density be D = ¢E (¢ = go&,, ¢ the dielectric constant, &y the
dielectric constant in vacuum, ¢, the relative dielectric constant), then the principle
of conservation of charge (i.e., Coulomb’s law) V - D = p gives

Ap=-" (E.98)
€
(A = V -V is Laplace’s operator). Assuming that the electrostatic energy is
significantly lower than the heat energy (zoe¢p/kpT < 1), a Taylor expansion can
be applied to the r.h.s. of (E.98):

gl e 0 gl 0.2
__§ o __E:“ 1— E
Zo€n, exp(k ) 8azna( X ) . N,y

Here we apply the electroneutrality principle and set ), zgen® = 0. Then (E.98) is
approximated as

Tt is an assumption that each ion is a point charge and the distribution occurs according to
the Boltzmann rule. Note that the number concentration 7, is related to the volume molar
concentration ¢, shown in Table 3.1 as n, = N4 ¢,, where N is the Avogadro’s number.
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A¢p =K’p (E.99)
2 2,2 0
2_ € 02 _ 2Nje _ 1 ) _n
DI A DI S
(E.100)

where k™! is the Debye radius and / is the ionic strength.
Let us consider a spherical polar coordinate system around the charge p. In this
system the differential equation (E.99) becomes

1 d (rzd—¢) = k2¢. (E.101)

r2dr dr

If ¢ — 0asr — 0, the solution of (E.101) is given by

where A is a constant. Substituting this into (E.98) and (E.99), we obtain

—Kr

e
o = —Aek?

(E.102)

Let the mean ionic diameter be a and assume that no other ion can come into the
space inside the radius a /2, then from the electroneutrality principle we obtain

o0
/ drrlpdr = —zqe.
a

Next, substituting the above result in (E.102), we calculate A4 as

Zq€ ekd

T 4me 1+xa

The electrostatic potential ¢ is then obtained as

Kka —Kr

Za€ € €

= . E.103
() dme l+4«ka r ( )
In the dilute solution, ka < 1, therefore ¢ is given by
—Kr
p(r) = 2.2 (E.104)
dwe 1

This potential involves the following electric potential, which is the effect of the
central ion o:
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zwe 1

$o(r) = P (E.105)
e r
and we exclude this to obtain the remaining part
zge 1—e™
¢ (r) = ¢(r) — Pu(r) = R (E.106)
e r

as the outer potential, which is the effect of the ions distributed outside of the central
charge. If r < k!, the outer potential becomes

o€k

ér(r) = —

. E.107
dre ( )

This is obtained as r — 0 for the r.h.s. of (E.106).
Let us evaluate the activity coefficient by using the Debye-Hiickel theory: Recall
that the excess chemical potential £ is given by (E.76):

uE = RT Iny,. (E.108)
We can assume that this discrepancy from the ideal solution is mainly caused by
the electrostatic interaction between ions. Let the molar fraction of ionic species
« with charge z, be x,, the internal energy of the single ion be u,(xy), and
the internal energy at the molar fraction zero (i.e., infinitely dilute condition) be
ue(xy = 0) =u. Then we have

BE = Ny (e (xo) — ul) (E.109)

where N4 is Avogadro’s number. When one ionic particle of species « is added, the
internal energy is calculated by using the electric potential ¢ of (E.104) as

wiw) = [ " pdo

where Q = zye. On the other hand, in the case of infinite dilution, ¢, = 0, therefore

we have e
ug :/ ¢u dQ.
0

Thus 4 can be evaluated as

uk = NA/d ¢, dQ. (E.110)
0

That is, the excess chemical potential can be estimated as the effect of the outer
potential.
Substituting (E.107) into (E.110) and integrating, we have



E.7 Diffusion Process in an Electrolyte Solution 361

2,2
E e K
=N , E.111
Ha Qe ( )
and we obtain In y, from (E.108):
2,2 2N 1/2,3 1
Inye = 04K _ g2y, a= GNTe (E.112)

" 8mekgT T 8ru(ekg)¥? T2
where (E.100) is used. From this equation, the mean ionic activity coefficient y+ of
a strong electrolyte solution with a charge z; of cations and a charge z» of anions
can be calculated as

Inys = —Alz2|VI. (E.113)

For a dilute solution of a strong electrolyte, this gives the limiting Debye—Hiickel
law.

The results (E.112) and (E.113) are calculated using the approximated potential
(E.104). This approximation can be improved if we apply (E.103) in which the
assumption of a dilute solution is avoided, giving the following results:

A2NT Alzazo| VT 202L\"* 1
hyy=—-——"—, hyr=——"7"-"——, B=|(—r —_—.

1+ BavT 1+ Bav'T kge ) VT
(E.114)

E.7.3 Diffusion of Ionic Species in an Electrolyte Solution

As shown in Sects. E.6.2 and E.6.3, the diffusion property of an electrically neutral
species can be denoted by the gradient of the chemical potential. Similarly, the
transport and diffusion of ionic species in an electrolyte solution are designated
by the gradient of the electrochemical potential (E.88).

Recall that the coefficient f of (E.77) represents the viscous drag. The inverse
u = 1/f may give the mobility of the ionic species in the solution. Then the particle
velocity of species « is defined by

Vo = —tgViig = —ttg (Vitg + 24 FV). (o). (E.115)

The first and second terms of the r.h.s. of (E.115) represent diffusivity and electric
migration, respectively.

Let 1 mole of electrolyte A be ionized into v mole of cations with a charge
of z4+ and v_ mole of anions with a charge of z_, and both ions flow at the same
velocity v 4. Then we have

vg=—us (Vs + 24+ FVQ) = —u_ (Vu— +z2-FV¢) (E.116)
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where 4 and p— are the chemical potentials of the cation and anion, respectively,
and u4 and u_ are their motilities. In these equations the electrophoresis terms are
eliminated and we use the electroneutrality principle v4z4++v_z_— = 0, which gives

uu— uyu—
vy =— —(Z+V,LL—_Z—I~'L+)=_—VI"LA (E117)
U474 —U_Z— UyZ4 —U-_Z—
where we have used the relation
Ha = Vpfy + Vb (E.118)

On the other hand, let ¢ be the flux of the diffusing concentration and D 4 be the
diffusivity. Then Fick’s law can be written as

q’: = CpVy4 = —DAVCA ('A), (Ell9)
and together with (E.117) we obtain

B 9
Dy = = IRy, (E.120)
U4+ —U-_Z— aCA

E.7.4 Electric Conduction in an Electrolyte Solution

The mobility of ions in a solution implies the generation of an electric current. Let
i, be the current density due to the mobility of ionic species «. Then we have

o =20y = =24 Fequy Viig = i 3 4 i ™, (E.121)

l'o?if = —zo Fcque Vg, iorlnig = _ZiFZCOf““VQS (E.122)

where i 3 and i ' ie correspond to the terms due to diffusion and electric migration,
respectively. By summing (E.121) the total current can be estimated as

i = Zia. (E.123)

The electric field E is related to the current density Z , by
iog =koE (E.124)
where K, is the conductivity of the ionic species a. Since for i, % we have E =

—V¢, k, is given by
Ko = 2 F2cquy (). (E.125)
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The conductivity k, is a function of the concentration ¢, and we define the molar
conductivity by
K
Ao = — = 22 F%uy (lor) (E.126)
Ca
where the unit of the molar conductivity A, is Sm?mole™!. Thus for the partial
current (E.124) and for the total current we have

ig =koE = Ayco E, i =«E, K:Z/qxzleaca (l).

(E.127)
The ratio of the total current i in the solute to a partial current i , of species « is
referred to as the transport number or the Hittorf number:

AaCo

- > Aty

For example, in a solution with solvent S in which one electrolyte solute A is
dissolved, the transport numbers of cation 7 and of anion 7_ are given by

- = o (o). (E.128)

oo et _ At/z4
T Aier FAcm Ayfzy — Az
A_c_ A_/z—
= = — E.129
Ajcy +A_co Ayfzy —A [z ( )
because of the electrical neutrality z4+c4+ +z—c— = 0. The conductivities of solute

(electrolyte A+4-solvent S) and of electrolyte A are
K =Ks + Ky, Kqa=cCyAy +c_A_.

Let 1 mole of electrolyte A be ionized completely into v4 mole of cations with
charge z4+ and v_ mole of anions with charge z— (complete dissociation), then the
concentration of each ion is

C+ = ViCy, C— = v_cCy.

By applying the electroneutrality principle z4v4 +z—v_ = 0, the conductivity of
the completely dissociated solution is calculated as

A A
kg =ca(WgAy +V_A_) =viz4cq (z_+ — Z—) (E.130)
+ p—

Thus the molar conductivity is

Ay A
AAZK—A=U+Z+(—+——). (E.131)
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We next treat an incompletely dissociated solution due to, for example, the for-
mation of solvation shells because of ion-pairs. Let 1 mole of this weak electrolyte
MA be dissolved into v4 mole of cations with a charge z+ and v_ mole of anions
with a charge z— under the dissociation constant K, and suppose that the solution
reaches a dissociation equilibrium. Then we have

MA = vyM* 4+ v_M*—
(I =K)ema  K(ycema)  K-cma).

Since the concentrations of cation and anion are c+ = K(v4cpyy) and c— =
K(v—= cpa), respectively, the conductivity of the electrolyte MA is calculated as

A A
kma = Kepya (A +v_A_) = Kvizicua (z_+ — Z—) (E.132)
+ p—
where from the electroneutrality principle K(z4+v4)+ K(z—v-) =0 = z4yv4+
z—v_ = 0. The molar conductivity is given by
A A
Appp = M4 _ KU+Z+(—+ - —). (E.133)
CMA 4 Z—

By using the molar conductivities A, A_ we can evaluate the diffusivity D 4 of
(E.120). The motilities u4, u— are related to the molar conductivity by

u+:/\+/ziF2, u_:k_/ZZ_Fz,
then the diffusivity can be evaluated by measuring the molar conductivity as

A+A_ aﬂA

D = Cp——
AT P (A —A_zy) Macs

(14). (E.134)

E.8 Chemical Equilibrium and the Equilibrium Constant

Let us denote the reaction formula under chemical equilibrium by the following
stoichiometric relation:

N
> veXy =0. (E.135)
a=1
The extent of reaction £ is uniform as defined by (E.38), and it is written by

ved€& = dng. (E.136)



E.8 Chemical Equilibrium and the Equilibrium Constant 365

On the other hand, from (E.56) the Gibbs free energy G(P,T,ng) = Y oy
represents the chemically induced energy. When the reaction reaches chemical
equilibrium, it has apparently ceased because the forward reaction is equal to the
backward reaction, and the Gibbs free energy G attains a minimum:

dG =" padng =0. (E.137)

Substituting (E.136) into (E.137) and eliminating d £, we obtain

> Ve = 0. (E.138)
o

In a solution, as shown by (E.75), the chemical potential is represented as
(P, T, ag) = po(P, T)+ RT Ina,. We substitute this into (E.138), and obtain
the standard Gibbs free energy in the reaction, AG®, as

AG® =3 wvapg=—RT) lnay =—RTI]] ay (E.139)

where [, al* = a' -al>-a? ---. Then the equilibrium constant K is defined by
K = 20°/RT =TT ae. (E.140)

As given in (E.57), AG® = AH®—T(AS¢)®, therefore we have

K = ¢ AHO/RT ((A599/R (E.141)

If the solution is dilute, Yy =1 = a4 = Yo X4 = X4, and using (E.140) the equilib-
rium constant becomes

K = ]—[ xle (E.142)

These relations are known as the Law of Mass Action.”
The chemical potential defined by (E.70) and (E.72) can be employed for treating
the process of the reaction of a gas, but we will not discuss it here.

21t is understood from (E.142) that the equilibrium constant K gives the relation between the mass
before the reaction and the mass after the reaction. For example, if the reaction
A+B =2C
is of the first order (v, = 1) for every element, using (E.142) we obtain
[C]

~ [AlBI
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E.9 Phenomenological Theory of Non-equilibrium Chemical
Reaction Processes

In terms of modern quantum chemistry, a reaction is a complex process related
to bonding and debonding of electron clouds. It is not possible to write this
reaction using a simple formula, and phenomenological descriptions are commonly
used that correspond to each chemical process. In this Section we summarize the
phenomenological reaction theory (see, e.g., Seki 1997, pp. 322-331).

E.9.1 Reaction Velocity and Order of Reaction

As in the previous section, the stoichiometric relation (E.135) and the extent of
reaction £ given by (E.136) are used. As described in (E.39) the reaction rate w is
denoted by using £ as

_ a8

w=—.
dt

Let the molar concentration of species X, be [X,], then the reaction rate of a non-

equilibrium reaction is commonly and phenomenologically represented by

(E.143)

_ 1dIXd]

. kL p =2 P (E.144)

where p, is the order of reaction of species X, and p is the overall order of
reaction. In (E.144) k is the reaction rate constant, which generally depends on
temperature (described later). As implied by (E.144) the equation of reaction is
generally nonlinear.

Example E.1 (The simplest first order reaction). Consider the simplest reaction
equation
A— B (E.145)

where the overall order of reaction is unity. Let the molar concentration of reactant
A consumed by this reaction at a time ¢ be x, and the initial amount of A be a. Then
the concentration of A at time ¢ is (a—x), and the amount of reaction product B is x.
Since the reaction is of order one, the differential equation giving the concentration
of Ais
dla—x) dx
dt  dt
Solving this under the initial condition x (¢ = 0) = a, we obtain the concentration
of A as

= k(a — x). (E.146)

Al =a—x =ae ™, (E.147)
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The time required for the concentration of reactant A to become half is referred
to as the half-life denoted as #;/,. The half-life of the above reactionis t;» = In2/k
which is independent of the initial concentration. |

Example E.2 (Second-order reaction). Suppose that a second-order reaction is
given by the following reaction equation:

A+B—C. (E.148)

Let the molar concentration of reactant A at time ¢ be x. The initial concentrations
of A and B are a and b, respectively. At time ¢ they becomes (¢ —x) and (b —x).
Then the equation of the overall reaction of order two (each reaction order is one,
both for A and B) can be written as

dx
o= k(a — x)(b — x). (E.149)

If the initial concentrations of A and B are the same (¢ = b), the solution of

(E.149) is obtained as

1 1
——=kt. (E.150)

a—Xx a

The half-life is #» = 1/kt which is inversely proportional to the initial concentra-
tion.

If the initial concentration of A is far less than that of B (a < b), we have b—x ~b
since x never exceeds @ and b > x. Thus (E.149) is approximated as

d

d—;‘ ~kb(a—x)=k'(a—x), k' =kb. (E.151)
Note that this is of the same form as the first order reaction equation (E.146). k' is
referred to as the pseudo-first order rate constant. |

E.9.2 Elementary Reaction and Complex Reaction

Chemical reactions are, in general, complex combinations of simple elementary
reactions. The molecular number of reactants of the elementary reaction, which are
given as the Lh.s. terms of a reaction formula is one, two and three, and these are
called unimolecular, bimolecular and termolecular reactions, respectively. The order
of reaction is one, two and three corresponding to each case. It is not always true
that the reaction of order one is the unimolecular reaction, and this is not always
true similarly for other cases of the reaction order.

Example E.3 (Unimolecular reaction with two elementary processes). Consider the
following two elementary processes in a unimolecular reaction:



368 E Chemical Processes and Classical Thermodynamics

ki

A W B (E.152)
B—C
where k; and k, are the reaction rate constants for each elementary reaction. Let the
amount of substance of A consumed until time ¢ be x, and the initial concentration
be a. As shown in Example E.1 the concentration of the first elementary process is

given by
[Al=a—x =ae ', (E.153)

and if the concentration of B is denoted as y =[B], the balance of mass of B for both
processes is given by

d
3§=kma—m—kw.

Substituting (E.153) into this gives the differential equation with respect to the

concentration y:

d
d_Jt} +kyy = kjae 1. (E.154)

Since the initial condition is y = 0, the solution of (E.154) for the case k| # k3 is

obtained as
ak 1

"k — ki
y(t) reaches the maximum when fn,x = In(k;/kz)/(k; — k»). Note that the
concentration z=[C] of the substance C is calculated by x +y+z = a.

If ky > ks, the first process is rate-determining, and if k, > k, the second is
rate-determining. |

(7t —e7h). (E.155)

y

Example E.4 (Reaction producing an intermediate). Suppose that two elementary
processes of reactions produce an intermediate C under an equilibrium reaction:

ki k2
A+B=C 2D (E.156)
k—1

where the reaction rate constants of the forward reaction and of the backward
reaction for the first reaction are k; and k_;, respectively, and the reaction rate
constant of the second reaction is k».

The intermediate C is produced constantly, which gives the condition

? = ki[A][B] — k—1[C] — k»[C] = 0.
t
Thus we have
] = KIAIB],  K=_9 __ K (E157)

~JAIB] ki + ko
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where K is the equilibrium constant. On the other hand, from the second reaction
we have

dD] kik,

The order of the overall reaction to produce D from A and B is two, and its reaction
rate constantis k = k, K. [ |

Example E.5 (Enzyme reaction). Inbiochemistry the enzyme reaction is important,
and it is represented in a similar manner as in Example E.4. Let an enzyme be E, a
substrate be S, an intermediate complex be ES, and a product be P, then the reaction
system can be written by

k k
S+E —ES - E+P. (E.159)
k—1

This is referred to as the Michaelis-Menten structure. All the reaction equations of
this system can be represented by

dIs|

_- = —ki[S][E] + ki [ES]. (E.160)

% = —k1[S][E] + (k—1 + k2)[ES]. (E.161)
dp]

— = kalES), (E.162)

dBEZS] = k1[S][E] — (k—; + k2)[ES] = 0. (E.163)

In (E.163), we have assumed that the intermediate complex is produced by an
equilibrium reaction. From (E.163) we obtain

[ES] Kk
[EIIS] k-1 4k

[ES] = KI[E][S], K = (E.164)

From the view point of the overall reaction, we define the reaction velocity as v =
d[P]/dt = —d|[S]/dt. Then using (E.160) and (E.164) we have

diS] _d[Pl _ (ki
__7_7_(?

+ k_l) [ES]. (E.165)

Since the enzyme is a type of catalyst, the amount of substance is not changed
before or after the reaction. Let [E]y be the initial amount of substance of the
enzyme, so that

[E] + [ES] = [E]o = constant. (E.166)
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Substituting (E.164) into (E.166), we obtain

] = [Elo

= T K] (B.167)

We substitute (E.167) into (E.165), and finally the reaction rate of Michaelis-Menten
structure is determined as

__d[S] _ d[P] _ ka[E]o[S] K., = K1tk

= E.168
M 3 ( )

dt dt Ky +[S]

This is referred to as the Michaelis-Menten equation, and Ky, is the Michaelis
constant.
In (E.168), let [S]— oo, then we have

v — ks[E]o. (E.169)

This implies that in a region with a high concentration of the substrate S, the
resolution rate does not increase even if we increase the concentration of enzyme.

E.9.3 Temperature Dependence of Reaction Rate: Arrhenius
Equation

The reaction rate constant k is known to be temperature dependent, which is
determined experimentally by

k = Ae Ea/RT (E.170)

where R is the universal gas constant, A is referred to as the frequency factor, E,, is
the activation energy, corresponding to the energy gap between the transition state
and the final product state. The result (E.170) is known as the Arrhenius equation.
Note that in this process the reaction starts with the original state, passes to the
transition state and reaches the product state. In Fig. E.4 the change of potential
energy is schematically illustrated according to the reaction extent. In the sense of
molecular statistics, the reaction extent signifies the extent of atomic rearrangement
of the reaction system.
Taking a natural logarithm of (E.170), we obtain

E,
Ink=InAd— —%. (E.171)
RT




E.9 Phenomenological Theory of Non-equilibrium Chemical Reaction Processes 371

Fig. E.4 Reaction A
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Thus from the results of an experiment, we plot In k versus 1/ 7 to obtain A as the
intercept of the ordinate, and E, from the slope (Arrhenius plot: Fig. E.5). Note that
the molecular-based interpretation of k is given by the transition state theory.

E.9.4 Transition State Theory

The process shown in Example E.4, where the intermediate is produced under
the equilibrium state, is strongly related to the transition state theory, and the
intermediate corresponds to the activated complex of the transition state theory.

Consider a bimolecular reaction to produce P from the reactants A and B
through the transition state in which the activated complex AB¥, corresponding to
an intermediate, is generated (the notation * implies the transition state):

Kt kit
A+B = AB¥ — P. (E.172)

The reaction A+B=-AB¥ is under equilibrium, and we set the equilibrium
constant as K*. From (E.157) we have
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Kt = @ (E.173)
~ [AlB] '

The lifetime of the activated complex AB* is relatively short (less than 10713s),
therefore we can regard A+B—P as one process and estimate its reaction rate
constant k as

A+B -5 P. (E.174)

Let the reaction rate constant of AB¥—P be k¥, then the production rate of P can be

written as

% = k[A][B] = ki[ABi]' (E.175)

From (E.158) we have
k = k* k¥, (E.176)

Recalling (E.141) and (E.142), the equilibrium constant K * is represented using the
standard Gibbs free energy in the reaction A G ©* of the transition state, the standard
enthalpy of reaction A H©* and the standard entropy of the reaction (A S¢)®* as

Kt = ¢ AGOYRT — (= AHSH/RT ((AS)TH/R (E.177)

Based on the discussions of the molecular path in the space of potential energy,
Eyring showed that the reaction rate constant k* is obtained as

_ kgT

ki
h

(E.178)

(details are found in Chap.4 of Glasstone et al. 1941; Barrow 1996, Sect. 16.6).
Here kg = R/N, is Boltzmann’s constant, and 7 = 6.63 x 1073*Is is Planck’s
constant. Thus the reaction rate constant of (E.176) is represented as

k = K—kl;lTe_AGei/RT = (/c—thTe(ASe)ei/R) ¢~ AHSYRT (E.179)

Here the transmission coefficient x is introduced because of the uncertainty of
reaction (k <1).
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